A novel variability-based method for quasar selection: evidence for a rest frame $\sim 54$ day characteristic timescale
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ABSTRACT

We compare quasar selection techniques based on their optical variability using data from the Catalina Real-time Transient Survey (CRTS). We introduce a new technique based on Slepian wavelet variance (SWV) that shows comparable or better performance to structure functions and damped random walk models but with fewer assumptions. Combining these methods with WISE mid-IR colors produces a highly efficient quasar selection technique which we have validated spectroscopically. The SWV technique also identifies characteristic timescales in a time series and we find a characteristic rest frame timescale of $\sim 54$ days, confirmed in the light curves of $\sim 18000$ quasars from CRTS, SDSS and MACHO data, and anticorrelated with absolute magnitude. This indicates a transition between a damped random walk and $P(f) \propto f^{-3}$ behaviours and is the first strong indication that a damped random walk model may be too simplistic to describe optical quasar variability.
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1 INTRODUCTION

Quasars have long been known to be variable sources; indeed, Matthews & Sandage (1963) noted that the most striking feature in optical photometry of 3C 48, one of the first identified quasars, was that the optical radiation varied. Their variability – photometric, color and spectral – is well-studied: it is aperiodic in nature, most rapid at the highest energies, and (anti-)correlated at optical/UV wavelengths with various physical parameters, such as: time lag, rest-frame wavelength, luminosity, radio and emission line properties, the Eddington ratio and estimated black hole mass, e.g., Ulrich et al. (1997); Bauer et al. (2009); MacLeod et al. (2010); Meusinger et al. (2011); Schmidt et al. (2012); Kelly et al. (2013). However, the physical mechanisms underlying the (optical/UV) variability remain unclear. It could arise from instabilities in the accretion disk (Kawaguchi et al. 1998), supernovae (Aretxaga et al. 1997), microflares (Hawkins 1993, 2010), stellar collisions (Torricelli-Ciamponi et al. 2000), thermal fluctuations from magnetic field turbulence (Kelly et al. 2009) or more general (Poisson) processes (Cid Fernandes et al. 1997).

The utility of quasars in studies of galaxy evolution and black hole growth, e.g., Kollmeier et al. (2006), the intergalactic medium, e.g., Hennawi & Prochaska (2007), and large-scale structure, e.g., Ross et al. (2009); Clowes et al. (2013), have led to a number of large quasar samples, e.g., SDSS (Pàris et al. 2012) and 2DF (Croom et al. 2004). Historically, these have been constructed based on color selection (with its inherent biases) in the observed visible (rest frame UV) but the new availability of time series data over large areas of sky have led to recent samples based on the unique variability characteristics of quasars: SDSS Stripe 82 (MacLeod et al. 2011, 2012), EROS-2 and MACHO (Pichara et al. 2012), and OGLE II/III (Kozlowski et al. 2010, 2013). Future samples are expected from PTF and Pan-STARRS (see Palamach-Delabrouille et al. (2011) and MacLeod et al. (2012) for predictions), Gaia (Mignard 2012) and, ultimately, LSST (Ivezić et al. 2011).

In these data, the variability of quasars is described either in terms of a structure function (Schmidt et al. 2010) (S10) or as a damped random walk process (Kelly et al. 2009) (K09). Both approaches perform well, achiev-
ing reliabilities >60% and completeness levels >90% with SDSS Stripe 82 data compared with SDSS color selection (MacLeod et al. 2011). Some authors have also combined them with other variability measures (Palanque-Delabrouille et al. 2011; Pichara et al. 2012; Kim et al. 2012), including color information, to create ensemble predictors. Whilst these may be more efficient, particularly for identifying quasars at intermediate redshifts, i.e. 2.2 < z < 4.0, e.g., Wu et al. (2011), the use of color as a selection feature may reintroduce certain biases that relying solely on variability avoids. We note that these methods have also been used to select blazars based on optical variability (Ruan et al. 2012).

Variability as a selection technique is free of the potential biases that any spectral (color) based method will have. It thus offers a powerful means of testing the completeness of existing quasar samples, and can lead to more complete ones. Ironically, variability may be a cause of incompleteness in traditionally-selected samples, especially for highly variable (e.g., beamed) sources: most previous sky surveys were done in an effectively single-pass mode, so if a given source was in a low state at the time, it did not make it into the final catalog. There are now hints that the existing catalogues of blazars may be incomplete by as much as a factor of two due to this effect. This is particularly important for CMB analyses where blazars and flat spectrum radio quasars are the only really significant foreground radio sources and must be fully accounted for.

Aside from correlations with physical parameters, variability is one of the only observational tools available for probing the viscosity of the accretion disk via viscosity dependencies on variability timescales, and constraining the geometry of the corona. Variability may also be the most effective observational discriminator between different accretion states (Kelly et al. 2011). Such phenomena should manifest as behavioral changes at particular characteristic scales in the statistics used to describe variability. For example, X-ray variability is well described by a broken power law with measurement uncertainties of \( \sigma \). Ironicaly, variability may be a cause of incompleteness for such investigations. Subsequent papers will present an initial application of variability selection techniques to quasars in the Catalina Real-time Transient Survey (CRTS\(^1\); Drake et al. (2009); Djorgovski et al. (2012); Mahabal et al. (2011)). This is the largest open (publicly accessible) time domain survey currently operating, covering \( \sim 33,000 \) deg\(^2\) between \(-75^\circ < \text{Dec} < 75^\circ\) (except for \( \sim 10^\circ - 15^\circ \) of the Galactic plane) to a depth of \( V \sim 19 \) to 21.5. Time series exist for approximately 500 million objects with an average of \( \sim 250 \) observations over a 8-year baseline. This represents at least a fivefold improvement over SDSS Stripe 82 data in terms of temporal sampling which has so far been the definitive data set for such investigations. Subsequent papers will present an analysis of approximately 200,000 known spectroscopically-conﬁrmed quasars in CRTS and a full sample of variability-selected quasars.

This paper is structured as follows: in section 2, we present the selection techniques that we are considering here, including a new one based on Slepian wavelet variance and in section 3, the data sets we have applied them to. We discuss our results in section 4 and conclusions in section 5. We assume a standard WMAP 7-year cosmology (\( \Omega_M = 0.728, \Omega_{\Lambda} = 0.272, H_0 = 70.4 \) (Jarosik et al. 2011)) and our magnitudes are (broadly) on the Vega system.

2 VARIABILITY SELECTION TECHNIQUES

A number of variability-based features have been employed in the literature for identifying quasars, such as scale and morphological measures, but the two most commonly used in recent analyses are the structure function and modelling the variability as a damped random walk process. We also introduce a new technique for identifying quasars, here, the Slepian wavelet variance.

2.1 Structure function (SF)

A structure function is the traditional method for describing quasar variability, either on an individual object basis or in terms of an ensemble e.g., Vanden Berk et al. (2004). It quantifies the variability amplitude (or rms magnitude difference) as a function of the time lag between compared observations. A number of varying definitions have been used, including:

\[
SF(\Delta t) = \frac{1}{N} \sum_{i=1}^{N} (\Delta m_{ij})^2 \quad (\text{Simonetti et al. 1984})
\]

\[
SF(\Delta t) = \left\langle \sqrt{\frac{\pi}{2}} |\Delta m_{ij}| - \langle \sigma^2 \rangle \right\rangle \quad (\text{Vanden Berk et al. 2004})
\]

\[
SF(\Delta t) = \text{med}(\Delta m_{ij}^2) \quad (\text{Sumi et al. 2005})
\]

\[
SF(\Delta t) = \left\langle \sqrt{\frac{\pi}{2}} |\Delta m_{ij}| - \sqrt{\sigma_i^2 + \sigma_j^2} \right\rangle \quad (\text{Simonetti et al. 2012})
\]

\[
SF(\Delta t) = 0.74(IQR)/\sqrt{N-1} \quad (\text{Macleod et al. 2012})
\]

\[
SF(\Delta t) = \sqrt{\left\langle \Delta m_{ij}^2 \right\rangle - \langle \sigma^2 \rangle} \quad (\text{Bauer et al. 2009})
\]

\[
SF(\Delta t) = \sqrt{\left\langle \frac{\pi}{2} \Delta m_{ij}^2 \right\rangle - \langle \sigma^2 \rangle} \quad (\text{Bauer et al. 2009})
\]

where \( \Delta m_{ij} \) is the magnitude difference between the \( i^{th} \) and \( j^{th} \) observations \( (i < j) \) whose time lag \( (t_j - t_i) \) falls in the bin \( \Delta t \) and with measurement uncertainties of \( \sigma_i \) and \( \sigma_j \) respectively. \( \langle \ldots \rangle \) denotes an ensemble average, med the median and IQR is the interquartile range (the difference between the 75\(^{th}\) percentile and the 25\(^{th}\) percentile).

The SF is then characterized via a simple power law parameterization (Simonetti et al. 2012):

\[
SF = A \left( \frac{\Delta t_{obs}}{1 \text{ year}} \right)^\gamma
\]

where \( A \) quantifies the rms magnitude difference on a one year timescale and \( \gamma \) is the logarithmic gradient of this mean change in magnitude. This can be fit to the data by maximizing the associated (log) likelihood function, either by Markov Chain Monte Carlo (MCMC) or a standard optimization algorithm (Palanque-Delabrouille et al. 2011). A small \( \gamma \) indicates periodic or white noise variability whilst
a large value is associated with secular or random-walk-like variability.

Using Stripe 82 data, S10 defined a region in the $A - \gamma$ plane to select quasars, although they constrained its MCMC fits such that $0 < A < 1$ and $\gamma > 0$. Palanque-Delabrouille et al. (2011) trained an artificial neural network on these $A$ and $\gamma$ to estimate quasar likelihood. We have implemented a support vector machine (SVM) on $A$ and $\gamma$ to find the separating hyperplane between the quasars and non-quasars in this parameter space.

2.2 Damped random walk (CAR(1))

Quasar light curves are seen to be aperiodic and noisy with power spectra that lack peaks: this suggests that they are stochastic or chaotic in nature. K09 proposed that they could therefore be modelled as a damped random walk or Ornstein-Uhlenbeck (OU) process, a particular type of (Gaussian) first-order continuous time autoregressive process (CAR(1)) (although we note that Vio et al. (1992) first suggested describing quasar variability via stochastic differential equations). The temporal behaviour of the quasar flux $X(t)$ is formally given by:

$$dX(t) = -\frac{1}{\tau}X(t)dt + \sigma\sqrt{dt}d\zeta(t) + b\tau dt,$$

where $\tau$ is the relaxation time of the process or the time for the time series to become roughly uncorrelated, $\sigma$ is the variability of the time series on timescales short compared to $\tau$, $b\tau$ is the mean magnitude, and $d\zeta(t)$ is a white noise process with zero mean and variance equal to 1. The corresponding likelihood function involves an exponential covariance matrix:

$$S_{ij} = \frac{\tau \sigma^2}{2} \exp(-|t_i - t_j|/\tau)$$

which has a tridiagonal inverse and so all calculations are linear in scope ($O(N_{data})$) (Rybicki & Press 1995). Again both MCMC (K09) and optimization (Pichara et al. 2012) techniques have been applied to derive the best-fit parameters.

Using Stripe 82 data supplemented with additional photometry from SDSS and POSS, MacLeod et al. (2012) have shown that a CAR(1) model is a viable description of the optical continuum variability of quasars on timescales of $\sim 5 - 2000$ days in the rest frame. However, Kepler and OGLE data suggests that, on shorter timescales, correlations become stronger than predicted by CAR(1) (Mushtozky et al. 2011; Zu et al. 2013). Kelly et al. (2011) also find that 13% of optical light curves in a study of 55 MACHO AGN are better described by a mixed OU process with multiplicative characteristic timescales rather than a single one. Finally, Andrae et al. (2013) considered a variety of different stochastic models with 6304 Stripe 82 quasars, including several extensions to the OU process, but find that the (Gaussian) CAR(1) model is still the best descriptor. There may, however, be a bias toward other models for QSO light curves with fewer observations and at lower redshifts.

Quasars have been selected by defining appropriate regions in the $\tau - \sigma$ plane (Kozlowski et al. 2010; MacLeod et al. 2011). Butler & Bloom (2011) (BB11) derived linear relations between $\log(\tau)$ and $\log(\sigma)$ and the median magnitude of a light curve from the ensemble structure functions of quasars in a data set, in this case Stripe 82, predicted by a CAR(1) model ($SF \propto \sigma \tau^{1/2}[1 - \exp(-\tau_{ij}/\tau)]^{1/2}$) and then determined how well a CAR(1) process with these best-fit values described a given light curve. Meanwhile, Pichara et al. (2012) used CAR(1) features plus other time series features to feed a boosted random forest classifier. We consider both selection regions within the plane and the BB11 approach with appropriate relationships for our data sets.

2.3 Slepian wavelet variance (SWV)

Wavelets are a popular tool in the analysis of time series. In the same way that Fourier terms can be used to decompose the variance of a time series process with respect to frequency (via the power spectrum), they can be used to decompose the sample variance of a time series on a scale-by-scale basis, e.g., Percival & Walden (2000); Scargle et al. (1993). This means that the relative contributions of variations operating over a range of different time scales to particular physical phenomena can be identified, facilitating studies of period changes, quasi- and multiperiodicity and characteristic time scales amongst others. Standard wavelet analyses (estimating the variance as a function of time scale) assume a regularly sampled time series and so specific approaches have had to be developed to deal with the irregularity common to astronomical time series. Most astronomical applications of wavelets have also dealt with stellar data, although (Dong et al. 2010) have analyzed long-term variability data of 3C 345 using the weighted wavelet Z-transform technique (Foster 1996).

Although there are a range of wavelet types that can be used, e.g., Haar, Debauchies, etc., Mondal & Percival (2011) have shown how Slepian wavelets can be applied to irregular and gappy time series (see Appendix A for details) which makes them ideal for studying astronomical light curves. These can be regarded as optimal approximations to ideal bandpass filters used in estimating wavelet variance. Generally, an observed time series $X_t$ can be decomposed by applying a set of wavelet filters $\{h_j\}$:

$$W_{j,t} = \sum_{l=0}^{L_j-1} h_{j,l} X_{t-l}; \quad t = 0, \pm 1, \pm 2, \ldots; \quad j = 1, 2, \ldots; \quad L \geq 2d$$

with the wavelet coefficient, $W_{j,t}$ proportional to changes in adjacent weighted averages over an effective scale of $2^{j-1}$ time points. The wavelet variance at scale $\tau_j = 2^{j-1} \Delta$ where $\Delta$ is the average sampling interval is then:

$$\nu^2_X(\tau_j) = \text{var}(W_{j,t})$$

and gives the contribution to the total variance of the time series due to scale $\tau_j$ ($\text{var}(X_t) = \sum_{j=1}^{\infty} \nu^2_X(\tau_j)$). This means that large values of $\nu^2_X$ compared to surrounding values indicate characteristic scales (either local or global, depending on the magnitude of the variance) (Keim & Percival 2010).

In fact, given the power spectrum $P(f)$ of a time series, the wavelet variance is approximately given by:

$$\nu^2_X(\tau_j) \simeq \int P(f) \, df$$

$^3$ Scargle et al. (1993) uses the value of the mean squared wavelet coefficient rather than its variance.
where the integral is over the dyadic frequency band associated with \( \tau \) (the exact expression also involves the squared gain function of the wavelet filter but this is not necessarily analytic). Thus features in the SWV distribution correlate with particular patterns of behavior at particular scales. A periodic scale, \( P \), is expected to manifest as a peak in the variance near the scale \( P/2 \). Alternatively, a linear relationship between \( \log(\nu_X^2) \) and \( \log(\tau) \) over a range of \( \tau \) might suggest power law behaviour over those scales (\( P(f) = f^\alpha \Rightarrow \nu_X^2(\tau) \propto \tau^{-(\alpha+1)} \)). Finally, a CAR(1) process has a Lorentzian power spectrum:

\[
P(f) = \frac{\sigma^2}{(2\pi)^3} \frac{1}{f^2 + f_0^2}
\]

where \( \tau = 1/(2\pi f) \) using the same notation as eqn. (2). This gives a wavelet variance of:

\[
\nu_X^2(\tau_j) \propto \frac{\sigma^2 \tau_0}{2\pi} \arctan \left( \frac{\tau_j}{\tau_0} \right)
\]

Note that a light curve needs a minimum of 12 observations to determine its SWV values.

Changes between relationships, e.g., different slopes, indicate transition regions between behaviors – characteristic timescales corresponding to break frequencies in the power spectrum, say. Obviously, this allows for a far more direct investigation of the scale dependencies of the various processes contributing to quasar variability and characteristic scales indicating changes of behavior than other techniques where they have to be inferred. However, unlike structure function and damped random walks, no actual assumptions are made about the forms of any underlying processes. This could mean potential contamination by other classes of object with similar behaviors and/or transitions (characteristic timescales) to quasars, e.g., long period variables (LPVs), but the same can be argued for both SF and CAR(1).

\section{DATA SETS}

There are now a number of data sets with sufficient sky and/or temporal coverage to produce large (\( n > 1000 \)) catalogs of quasar candidates. CRTS will produce the largest known quasar variability sample with a conservative estimate of over a million quasar candidates (comparable to the total number of SDSS photometric quasar candidates). As a check on our selection criteria, we have also used the SDSS Stripe 82 data set.

\subsection{Catalina Real-time Transient Survey (CRTS)}

CRTS leverages the Catalina Sky Survey data streams from three telescopes used in a search for Near-Earth Objects, operated by Lunar and Planetary Laboratory at University of Arizona. CRTS covers up to \( \sim 2500 \) deg\(^2\) per night, with 4 exposures per visit, separated by 10 min., over 21 nights per lunation. All data are automatically processed in real-time, and optical transients are immediately distributed using a variety of electronic mechanisms\(^4\).

The full CRTS data set contains time series for approximately 500 million sources. We have undertaken an initial study of 1.5 million sources from the first CRTS data release\(^5\) of 200 million sources to determine how to most efficiently characterize such time series (Graham et al., in prep.). This data set consists of a sample of 1 million variable sources and a control sample of 500,000 sources which have been deemed to be non-variable. For each sky region (frame) covered by CRTS, the most variable sources have been determined from the Stetson \( J \) values (Stetson 1996) of their time series as a function of magnitude and number of observations. An exponential weighting scheme between successive pairs of observations in time order was used. The list of sources was then randomly sampled to select a million sources. A control sample of a further 500,000 sources was also randomly selected from those objects which were not selected as (highly) variable.

The Million Quasars (MQ) catalogue\(^6\) v3.5 contains all spectroscopically-confirmed type 1 QSOs (306,687), AGN (22,552) and BL Lacs (1750) in the literature up to 10 August 2013. We have crossmatched this against our data sets with a 3\(\degree\) matching radius and find that about 191,000 confirmed quasars (‘Q’ designations in MQ) are covered by the full CRTS. A subset of 7300 quasars are found in our initial study data set and forms the basis for this analysis. We have also selected a control sample of 7113 sources which are not known to be quasars or quasar candidates, i.e., they have no match in MQ, with the same magnitude distribution and coverage (no. of observations) as the quasar sample (see Figs. 1, 2 and 3). The redshift distribution for the quasars is shown in Fig. 4.

In a variability-based search for QSOs behind the LMC, (Geha et al. 2003) found that Be/Ae stars were the main source of contamination. Above the Galactic plane, (Kozlowski et al. 2010) found that Cepheids, RR Lyrae, some LPVs, eclipsing binaries, slowly pulsating Bs, β Cepheids and active giant and subgiants all overlapped the CAR(1) quasar locus area defined with OGLE data. In analyzing probable contaminants, S10 considered F/G stars and RR Lyrae for Stripe 82 data. We have constructed a sample of 4356 stars (3404 RR Lyrae, 952 other classes) with the same normalized joint magnitude and number of observations distribution as the quasar sample from the set of RR Lyrae and variable stars reported in Drake et al. (2013) and Graham et al. (2013), respectively.

\subsection{Stripe 82 (S82)}

SDSS Stripe 82 (e.g., Sesar et al. (2007)) is one of the most repeatedly observed large (\( > 100 \) deg\(^2\)) regions of the sky and thus has served as the basis for many studies of variable behaviour in astronomical populations (e.g., Süveges et al. (2012)). A sky region defined by \( 22^h24^m < RA < 04^h08^m \) and \( −1.27^\circ < Dec < 1.27^\circ \) (covering an area of \( \sim 290 \) deg\(^2\)) was initially imaged about once to three times a year from 2000 to 2005 (SDSS-I) and then with an increased cadence of 10–20 times a year from 2005 to 2008 (SDSS-II SNe search).

\footnote{http://www.skyalert.org}

\footnote{http://nesssi.cacr.caltech.edu/DataRelease/index1.html}

\footnote{http://quasars.org/milliquas.htm}
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Figure 3. The distribution of the two CRTS data sets on the sky in Galactic coordinates: (left) the 7300 known quasars and (right) the control sample of 7113 non-quasars. The southern sky artifacts in the quasar distribution indicate the SDSS origin of most of the objects. The black region in both plots is the distribution of S82 data.

Figure 1. The $V$-band magnitude distribution for the CRTS known quasar, control and stellar samples (red histogram). The solid line shows the SDSS $r$-band magnitude distribution for the S82 sample.

Figure 2. The distribution of the number of observations in a time series for the CRTS known quasar, control and stellar samples (red histogram). The solid line shows the same distribution for the S82 sample.

Figure 4. The redshift distribution for the CRTS known quasar sample (red histogram), omitting two quasars at 4.73 and 5.657. The solid line shows the same distribution for the S82Q sample.

We have retrieved the SDSS Stripe 82 data for 11150 sources (hereafter referred to as S82), consisting of 10293 objects spectroscopically classed as QSOs in SDSS DR10 (Ahn et al. 2013) (hereafter referred to as S82Q) and 957 objects with either another spectroscopic class (288) or none at all (669). For the purposes of this analysis, we will only consider the SDSS $r$-band time series data for each object. We note that there are 62 quasars in common between the CRTS known quasar sample and S82Q.

3.3 Preprocessing

It is common to preprocess data to remove spurious outlier points which may be caused by technical or photometric error. The danger, of course, is removing real signal, although a robust method would be unaffected by the presence of noisy data. We have created a cleaned version of each data set following the procedure of (Palanque-Delabrouille et al. 2011) (PD11): a 3-point median filter was first applied to each time series, followed by a clipping of all points that still deviated significantly from a quintic polynomial fit to the data. To ensure that not too many points are removed, the clipping threshold was initially set to 0.25 mag and then iteratively increased (if necessary) until no more than 10% of the points were rejected. Note that PD11 used a 5σ threshold but we found that this removed too few points and so used the limit set by S10 instead.
4 RESULTS

We have applied the three techniques described in Sec. 2 to the CRTS and S82 quasar and stellar data sets. We defer discussion of the CRTS control sample to the next section.

To quantify the performance of the various quasar selection methods, we use the completeness $C$ and purity $P$:

$$C = \frac{\text{Number of selected quasars}}{\text{Total number of confirmed quasars}}$$
$$P = \frac{\text{Number of selected quasars}}{\text{Total number of selected objects}}$$

as well as the F-score, $F_1 = 2(C \times P)/(C + P)$, which provides a single value statistic to aid comparison.

4.1 Structure function

We have fitted the parameterized form of the SF (eqn. 1) to both data sets according to S10 using both a MCMC approach (employing the Python emcee module (Foreman-Mackey et al. 2013) which provides an affine-invariant ensemble sampler) and optimization using a non-linear Nelder-Mead algorithm (which gave better convergence rates than the popular Minuit algorithm). For the MCMC, we assumed a combination of a number of factors. There are differences in time sampling between the two data sets: S10 find a completeness of 93% for their S82 data but note that with differ-ent (Pan-STARRs 1-like) time sampling, this would drop to 88% and purity of 93%. It is clear, therefore, that the vast majority of the S82 stars lie within the quasar selection region and so with a more balanced set, the purity may well be substantially lower.

The BB11 method produces poorer results with a completeness of 67% and a purity of 72% for CRTS data; however, these statistics do not include the 911 quasars and 26 stars that were classified as “ambiguous”. It seems likely that the ensemble structure function used in BB11 is better constrained for S82 data than for CRTS data and that this then leads to more uncertainty or actual misclassification in the fit. We find that we can obtain better numbers for the CRTS data (fewer ambiguous classifications) if we artificially reduce the scale of the photometric errors or equivalently get worse numbers for S82 if we increase the error size. Although an advantage of BB11 over the other techniques is its speed — just one goodness-of-fit calculation rather an optimization, for noiser data, such as CRTS, individualized fits give better results than a global approach.

4.2 CAR(1)

We have fitted CAR(1) processes to both data sets again using both a MCMC and an optimization approach and ex-ploiting the tridiagonal inverse formalism in each case. The parameters of interest are $\tau$ and $\sigma^2$ ($b$ is estimated as part of the fitting). We note that alternate techniques have been used to fit CAR(1) models using Kalman iterative relationships (e.g., K09) or Bayesian techniques (e.g., (Andrae et al. 2013)) and a direct approach applicable to general CAR($p$) processes is also discussed in (Koen 2005). For the MCMC, we have assumed “data-based” priors ((Bailey-Jones 2013)) with a gamma prior on both $\tau$ and $\sigma^2$ with shape = 1.5.

The scale of the $\tau$ prior is set to one quarter of the duration of the time series in question and that of $\sigma^2$ to $2\sigma^2/\tau$ where $\sigma^2$ is the variance of the time series.

The respective distributions of $\tau$ vs. $\sigma^2$ for both data sets are shown in Fig. 6. We have also determined the appropriate coefficients for the BB11 method for CRTS data from its ensemble structure function. We find: $a_1 = -3.37, a_2 = 0.42, a_3 = 2.82$ and $a_4 = -0.02$ where $\log(\sigma^2) = a_1 + a_2(\text{mag} - 19)$ and $\log(\tau) = a_3 + a_4(\text{mag} - 19)$. The corresponding values for SDSS $r$-band data are: $a_1 = -4.34, a_2 = 0.20, a_3 = 3.12$ and $a_4 = -0.15$.

Using the type of quasar selection region defined in K09, we find a completeness of 91% and a purity of 66% for CRTS data (see Table 1). The respective quantities for S82 data are 96% and 92%. The completeness for the CRTS data is better than with the SF but the purity is much reduced. As Fig. 6 shows, the purity could be improved – $\log(\tau) > 1.0$ rather than $\log(\tau) > 0.0$, say, giving a CRTS purity of 85% with a slightly lower completeness but this would affect the S82 results with a reduced completeness of 88% and purity of 93%. It is clear, therefore, that the vast majority of the S82 stars lie within the quasar selection region and so with a more balanced set, the purity may well be substantially lower.

The BB11 method produces poorer results with a completeness of 67% and a purity of 72% for CRTS data; however, these statistics do not include the 911 quasars and 26 stars that were classified as “ambiguous”. It seems likely that the ensemble structure function used in BB11 is better constrained for S82 data than for CRTS data and that this then leads to more uncertainty or actual misclassification in the fit. We find that we can obtain better numbers for the CRTS data (fewer ambiguous classifications) if we artificially reduce the scale of the photometric errors or equivalently get worse numbers for S82 if we increase the error size. Although an advantage of BB11 over the other techniques is its speed — just one goodness-of-fit calculation rather an optimization, for noiser data, such as CRTS, individualized fits give better results than a global approach.

4.3 Slepian wavelet variance

We have determined the Slepian wavelet variance (SWV) distribution for all data sets. Fig. 7 shows the respective distributions for the CRTS quasars and stars. There is a clear difference in shape between the two and we can use this to identify quasars. We have median binned each distribution and calculated optimal least squares fits to these; we find that quasars follow:

$$\log_2(\text{var}) = \begin{cases} -0.672x - 8.073, & x < 7.064 \\ 0.610x - 17.130, & x > 7.064 \end{cases}$$

and stars follow:
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Figure 5. The distribution of $A$ and $\gamma$ parameters derived from optimization fits of a parameterized structure function to the CRTS (left) and S82 (right) data sets. The cyan points indicate quasars in both data sets and red points the control sample (stars and non-quasars) respectively. The S82 distribution is consistent with Fig. 6 in P11. The black line indicates the quasar selection region defined in S10.

Table 1. The confusion matrices derived from the various algorithms to identify quasars and stars in CRTS and quasars and non-quasars in Stripe 82 data. Note that two S82 light curves had fewer than 12 points and so do not have a SWV value. Note also that completeness, purity and $F_1$-scores for BB11 do not include objects with ambiguous classifications.

<table>
<thead>
<tr>
<th></th>
<th>CRTS</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SF</td>
<td>CAR(1)</td>
<td>BB11</td>
<td>SWV</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>QSO</td>
<td>Star</td>
<td>QSO</td>
<td>Star</td>
<td>QSO</td>
<td>Star</td>
</tr>
<tr>
<td>QSO</td>
<td>5157</td>
<td>2143</td>
<td>6651</td>
<td>649</td>
<td>4915</td>
<td>2385</td>
</tr>
<tr>
<td>Star</td>
<td>200</td>
<td>4155</td>
<td>3442</td>
<td>914</td>
<td>1950</td>
<td>2406</td>
</tr>
<tr>
<td>Completeness</td>
<td>71%</td>
<td>91%</td>
<td>67%</td>
<td>93%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Purity</td>
<td>96%</td>
<td>66%</td>
<td>72%</td>
<td>80%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_1$-score</td>
<td>0.81</td>
<td>0.76</td>
<td>0.69</td>
<td>0.86</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>S82 QSO</th>
<th>Non-QSO</th>
<th>QSO</th>
<th>Non-QSO</th>
<th>QSO</th>
<th>Non-QSO</th>
<th>QSO</th>
<th>Non-QSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>QSO</td>
<td>9486</td>
<td>807</td>
<td>9303</td>
<td>390</td>
<td>9687</td>
<td>606</td>
<td>8852</td>
<td>1399</td>
</tr>
<tr>
<td>Non-QSO</td>
<td>765</td>
<td>92</td>
<td>813</td>
<td>44</td>
<td>815</td>
<td>42</td>
<td>711</td>
<td>86</td>
</tr>
<tr>
<td>Completeness</td>
<td>92%</td>
<td>96%</td>
<td>94%</td>
<td>86%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Purity</td>
<td>93%</td>
<td>92%</td>
<td>92%</td>
<td>92%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_1$-score</td>
<td>0.92</td>
<td>0.94</td>
<td>0.93</td>
<td>0.89</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$\log_{2}(\text{var}) = \begin{cases} 0.225x^2 - 2.127x - 5.134, & x \leq 5.25 \\ -0.663x - 6.520, & x > 5.25 \end{cases}$

where $x = \log_{2}(\tau)$. To determine whether an object is a quasar or not, we fit both expressions to the SWV curve of the object, allowing an additive scaling factor in $\log - \log$ space to both components in each expression, i.e., we fit $-0.672x - 8.073 + a$ and $0.610x - 17.130 + b$ for quasars and similarly for stars. This reflects the fact that the broad shape of the distribution determines the class but it needs to be appropriately scaled to the level of each object (this reflects a magnitude dependency (see Sec. 5.1). The fit with the better reduced chi-squared determines the class, i.e., $\chi^2_{\text{qso}} < \chi^2_{\text{star}}$ is a quasar and vice versa.

We find a completeness of 93% and a purity of 80% for the CRTS data and a completeness of 86% and a purity of 92% for the S82 data (see Fig. 8). The distinction between a quasar and a star is more apparent in the CRTS data than in S82 and this is almost certainly due to the better time coverage of CRTS data. The SWV is calculated on a dyadic timescale (see Appendix A for details) with $\tau_j = 2^{j-1}$, $j = 1, \ldots, \log_{2}(N) - 1$ so for S82 data with a median number of 75 observations and a median average sampling interval of $\bar{\Delta} = 45.2$ days, SWV will typically consist of 5 points over a range $5.5 \leq \log_{2}(\tau) \leq 9.5$. For CRTS, however, $\bar{\Delta} = 9.9$ days with a median number of 221 observations and so SWV will typically consist of 7 points over a range $3.3 \leq \log_{2}(\tau) \leq 9.3$. SWV therefore has greater discriminative power with CRTS data over S82 data.

4.4 Dependencies

It is clear that the different quasar selection algorithms considered here have varying efficiencies depending on the quality and nature of the data. Although we defer a systematic analysis relating the variability dependencies of quasars to physical parameters to a subsequent paper, we can at least examine here how these broadly correlate with the quality of the data. The relative completeness and purity of each
Figure 6. The distribution of $\tau$ and $\sigma^2$ parameters derived from MCMC fits of a CAR(1) process to the CRTS (left) and S82 (right) data sets. The cyan points indicate quasars in both data sets and red points indicate the control (non-quasars) sample. The S82 distribution is consistent with Fig. 3 in BB11. The black line indicates the quasar selection region defined in K09.

Figure 7. The distribution of $\tau$ and Slepian wavelet variance for all objects in the CRTS quasar (left) and stellar (right) samples. The black points indicate the median variance value used to determine class membership with error bars corresponding to the median absolute deviation from median.

algorithm as a function of magnitude (signal) and number of observations (sampling) is shown in Fig. 9.

For all three algorithms, there is a slight trend of increased completeness with greater number of observations (most notably shown by SF) but purity seems rather flat in comparison. This obviously relates to better sampling or a finer resolution of quasar behaviour as the number of observations increases. As far as magnitude is concerned, SF completeness and CAR(1) and SWV purity all show strong dependencies. The amplitude of quasar variability is strongly correlated with magnitude (see Fig. 10) and so at fainter magnitudes, the quasar signal is more easily discernible (in spite of larger photometric errors): there are fewer misclassifications and the purity increases. However, SF has a much stronger dependency on photometric error (see the statistic definitions in Sec. 2.1) which dominates at the faintest magnitudes, despite the strong variability signal.

MacLeod et al. (2010) note that scatter in the fitting parameters for CAR(1) can also be introduced by insufficient time sampling, although the argument holds for all the algorithms considered here. Approximately 60% - 70% of the spread in the CAR(1) parameters ($\tau$ and $\sigma^2$) is attributable to sparse sampling and limited baselines in S82 light curves. As shown in Fig. 2 and discussed in Sec. 4.3, CRTS has better sampling by a factor of $\sim 5$ than S82 but over a shorter timescale (the median timescale for CRTS is 2208 days whereas for S82 it is 3343 days). This should mean that there is less scatter in the fitted parameters for CRTS data than for S82 and this does generally seem to be the case with all the algorithms. Another assumption is that light curves are long enough to get accurate estimates for timescales and asymptotic parameters. Neither of the SF variables ($A$ and $\gamma$) are of this type and so it is unaffected by this argument. MacLeod et al. (2012) identify a characteristic timescale of $\sim 1400$ days from a CAR(1) analysis and it is possible that the flattening seen in the CAR(1) parameter
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Figure 9. The completeness and purity of each algorithm as a function of magnitude and number of observations: structure function (left), CAR(1) (middle) and Slepian wavelet variance (right). The black lines in the histograms indicate the normalized cumulative distribution of the respective variable. The minimum number of observations in a CRTS light curve in this data set is 40. There are also no brighter quasars than $V \sim 15$.

Figure 8. The distribution of $\tau$ and Slepian wavelet variance for all Stripe 82 quasars. The black line denotes the median fit to the CRTS quasar distribution scaled as described in the text.

Figure 10. The amplitude of quasar variability (as measured by the median absolute deviation from the median) as a function of magnitude for the CRTS quasars.

distribution for CRTS data (see Fig. 6) at $\log_{10}(\tau) \sim 3$ is an artifact caused by the shorter timescale coverage relative to S82. However, the timescale coverage of both is long enough to identify a potential characteristic timescale of $\sim 150$ days in the observed frame from the Slepian wavelet variance, which we will discuss further in Sec. 5.1.

4.5 Color selection

Quasars have a distinctive spectral energy distribution with a strong redshift dependency which has made color the most common selection criterion to date. With the recent availability of mid-IR all-sky photometry, selection based on WISE colors has replaced SDSS and NIR-based techniques as the most highly-rated method (although not completely reliable in selection AGN, e.g., Gurkan, Hardcastle & Jarvis (2013)). For objects with W1, W2, and W3 avail-
able, Mateos et al. (2012) define the following selection region: $W_2 - W_3 \geq 2.517$ and $0.315(W_2 - W_3) - 0.222 < (W_1 - W_2) < 0.315(W_2 - W_3) + 0.796$. Assef et al. (2012) define different criteria depending on whether the emphasis is on purity (reliability) or completeness. A purity-optimized criteria is given by:

$$W_1 - W_2 > \alpha_R \exp\{\beta_R(W_2 - \gamma_R)^2\}$$

where $W_2 < 17.11$ and the parameters can be tuned to achieve different purity levels: $\alpha_R, \beta_R, \gamma_R = [0.662, 0.232, 13.97]$ for a purity of 90% and $[0.530, 0.183, 13.76]$ for a purity of 75%. For a completeness-optimized selection, a simple $W_1 - W_2$ color criterion selection suffices without any restrictions on $W_2$:

$$W_1 - W_2 > \delta_C$$

where $\delta_C = 0.50$ for 90% completeness and 0.77 for 75% completeness. This is close to the selection criterion used by Stern et al. (2012): $W_1 - W_2 > 0.8$ and $W_2 < 15.05$.

The Matthews correlation coefficient (Matthews 1975) is a way of describing a confusion matrix with a single number: it is essentially a correlation coefficient between the observed and predicted classifications and given by:

$$MCC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}$$

where $TP$ is the number of true positives, $TN$ is the number of true negatives, $FP$ is the number of false positives, and $FN$ is the number of false negatives. The value of MCC for the confusion matrices of the $R_{\gamma}$, $C_{90}$, and $C_{75}$ selection criteria is approximately the same ($\sim 0.86$) and so we take $R_{\gamma}$ as representative.

Applying these selection criteria to our data set, we get the results shown in Table 2, from which we can see that *WISE* color selection achieves comparable results to pure variability selection. Note, however, that we have *WISE* colors for 98.6% of the quasars but only 77.7% of the stars and so the purity results must really be treated as just upper limits.

We can determine the fraction of quasars that would be found by both a color and a variability method or just one of them. Table 3 shows that about $\sim 10 - 20\%$ of the quasar population, depending on exactly which color and variability criteria were used, would be missed by color selection alone and detected only by variability. Approximately 5 – 25% are found by color alone and not by variability respectively. Fig. 11 shows the magnitude and redshift distributions of the CRTS quasars which would only be detected by either color ($R_{\gamma}$) or variability. This suggests that optical variability is more sensitive to fainter and higher redshift objects than *WISE* color selection but there is a (small) population of faint ($V \sim 19$) intermediate redshift quasars that variability misses which all appear to be type 2 AGN ($r - W_2 > 6$). About 30% of this *WISE*-only sample are also associated with an X-ray or radio source. With a larger sample of quasars, we will be able to better examine these different populations.

### 4.6 Ensemble methods

Although the individual selection techniques perform well, it should be possible to combine them in some way to construct an optimal selection method which incorporates the relative strengths of each individual one and thus obtains better predictive performance than any of them. In general, there are two types of such ensemble methods: averaging methods, such as bagging and random forests where the combined (averaged) prediction of the independent constituent methods has reduced variance; and boosting methods, in which weak component methods are combined incrementally to create a strong method with reduced bias.

We have considered four ensemble techniques in this analysis: random forests (Breiman 2001), extremely randomized trees (Geurts, Ernst & Wehenkel 2006), adaptive boosting (AdaBoost) (Friedman 2001) and gradient tree boosting (Friedman 2001). For the two random tree-based methods, 30 base estimators (decision trees) were used with the Gini impurity as the splitting criterion and nodes expanded until all leaves are pure or contain less than two samples. The maximum number of features considered in looking for the best fit was also limited to the square root of the number of features presented. For the two boosting methods, 100 decision stumps and regression trees were used as the base estimator respectively with a learning rate of 1.0 in both cases. A maximum depth of three was used with the gradient tree boosting.

We have evaluated the completeness and purity achieved by each ensemble method via 10× cross-validation (see Table 4) and used the individual results of the structure function ($A$ and $\gamma$), CAR(1) ($r$ and $\sigma^2$), and Slepiean wavelet variance ($\chi^2_{\text{aave}}$, and $\chi^2_{\text{star}}$) methods as inputs. We have also considered *WISE* colors as additional input.

Although the differences are very slight, the averaging methods (random forest and extremely randomized trees) perform fractionally better than the boosting methods, both without and with colors. We have also considered all combinations of individual methods including colors and BB and find that the best results arise with SF, CAR(1), SWV and colors. In fact, we can determine the ranked contribution of each feature (method parameter) to the overall result. Although the precise rankings vary slightly for each ensemble method, the most significant variability features are $r$, $\gamma$ and $\chi^2_Q$ with color, if available.

Again it is interesting to examine the $\sim 1\%$ of quasars that the ensemble methods misclassify as stars. With the caveat that we are dealing with small number statistics ($\sim 50$ objects), most of the quasars have $W_1 - W_2 < 0.8$ are fainter than $V \sim 19$, have less than 150 observations in their light curves and have redshifts $< 0.7$ or $> 2$. This would suggest that they are predominantly missed because of undersampled low amplitude variability light curves. There is no association, however, with radio or X-ray sources this time.

### 5 DISCUSSION

#### 5.1 Characteristic timescales

Peaks in wavelet variance curves typically identify characteristic scales, such as periods (Keim & Percival 2010). However, we can also consider scales at which there is a transition from one type of behaviour to another as characteristic. The slope of the log(SWV) with log(time) is indicative of different types of underlying behaviour: for example, -1 for white
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Table 2. The confusion matrices derived using WISE colors to select quasars. Note, however, that WISE colors are not available for all objects in the data set and so these figures represent upper limits to the true values. MCC is the value of the Matthews correlation coefficient for the confusion matrix (see text).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>QSO</td>
<td>Star</td>
<td>QSO</td>
</tr>
<tr>
<td>QSO</td>
<td>5854</td>
<td>1446</td>
<td>6107</td>
</tr>
<tr>
<td>Star</td>
<td>59</td>
<td>2272</td>
<td>6</td>
</tr>
<tr>
<td>Completeness</td>
<td>80%</td>
<td>85%</td>
<td>92%</td>
</tr>
<tr>
<td>Purity</td>
<td>99%</td>
<td>99%</td>
<td>99%</td>
</tr>
<tr>
<td>MCC</td>
<td>0.68</td>
<td>0.76</td>
<td>0.85</td>
</tr>
<tr>
<td>F1-score</td>
<td>0.89</td>
<td>0.92</td>
<td>0.96</td>
</tr>
</tbody>
</table>

Table 3. The percentages of known CRTS quasars that would be detected by just the color technique, both the color and variability technique and just the variability technique.

<table>
<thead>
<tr>
<th></th>
<th>Color</th>
<th>Color + Variability</th>
<th>Variability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SF</td>
<td>CAR(1)</td>
<td>SWV</td>
</tr>
<tr>
<td>Mateos et al. (2012)</td>
<td>24</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>Stern et al. (2012)</td>
<td>21</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>Assef et al. (2012) R75</td>
<td>24</td>
<td>10</td>
<td>6</td>
</tr>
</tbody>
</table>

Figure 11. The magnitude and redshift distributions of CRTS quasars which are only detected by variability (red), WISE color selection (R75, black) or both (cyan).

Table 4. The confusion matrices derived from the various ensemble methods using SF, CAR(1) and SWV values as input with 10× cross-validation.

<table>
<thead>
<tr>
<th></th>
<th>Random forest</th>
<th>Extremely randomized trees</th>
<th>AdaBoost</th>
<th>Gradient tree boosting</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>QSO</td>
<td>Star</td>
<td>QSO</td>
<td>Star</td>
</tr>
<tr>
<td>QSO</td>
<td>7047</td>
<td>253</td>
<td>7067</td>
<td>233</td>
</tr>
<tr>
<td>Star</td>
<td>370</td>
<td>4098</td>
<td>372</td>
<td>4118</td>
</tr>
<tr>
<td>Completeness</td>
<td>96.5%</td>
<td>96.8%</td>
<td>95.5%</td>
<td>95.5%</td>
</tr>
<tr>
<td>Purity</td>
<td>95.0%</td>
<td>95.0%</td>
<td>93.9%</td>
<td>95.5%</td>
</tr>
<tr>
<td>F1-score</td>
<td>0.96</td>
<td>0.96</td>
<td>0.95</td>
<td>0.96</td>
</tr>
</tbody>
</table>

With colors

<table>
<thead>
<tr>
<th></th>
<th>QSO</th>
<th>Star</th>
<th>QSO</th>
<th>Star</th>
</tr>
</thead>
<tbody>
<tr>
<td>QSO</td>
<td>7148</td>
<td>53</td>
<td>7143</td>
<td>58</td>
</tr>
<tr>
<td>Star</td>
<td>75</td>
<td>2276</td>
<td>69</td>
<td>2271</td>
</tr>
<tr>
<td>Completeness</td>
<td>99.3%</td>
<td>99.2%</td>
<td>99.1%</td>
<td></td>
</tr>
<tr>
<td>Purity</td>
<td>99.0%</td>
<td>99.0%</td>
<td>98.9%</td>
<td></td>
</tr>
<tr>
<td>F1-score</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td></td>
</tr>
</tbody>
</table>
noise, 0 for 1/f noise, and 1 for red noise. It is clear from the CRTS quasar SWV results (see Fig. 7) that such a characteristic scale exists in the observed frame at a scale of \( \log_2(\tau_o) \sim 7.25 \pm 152 \) days which is not seen in the stellar SWV distribution. We have calculated the rest frame SWV distribution for the CRTS quasars (see Fig. 12) and this clearly shows that the effect is intrinsic to the quasars at a rest frame scale of \( \log_2(\tau_o) \sim 5.75 \pm 54 \) days. There may also be a second “traditional”, i.e., associated with a peak, characteristic scale at \( \log_2(\tau_o) \sim 8.20 \pm 294 \) days, although the sampling at this end of the SWV distribution is quite low.

The characteristic scale at \( \log_2(\tau_o) \sim 7.25 \) in the observed frame is present in the Stripe 82 quasar data (see Fig. 8), albeit not as obviously as with the CRTS data. However, in the rest frame SWV distribution (see Fig. 12), there is definitely a transition between behaviours at \( \log_2(\tau_o) \sim 7.25 \). The S82 SWV values are also somewhat less in scale than their CRTS counterparts which is due to the different filters used in the two samples and the known correlation of quasar variability with wavelength.

As a further check on the reality of this phenomenon, we have also computed the SWV distribution for the MACHO light curves of 435 spectroscopically confirmed OGLE III-selected quasars (see Fig. 13) (Kozlowski et al. 2013). This shows the transition between behaviours at \( \log_2(\tau_o) \sim 6 \) but is more consistent \( \sim 1/f \) behaviour for \( \log_2(\tau_o) > 6 \). Nevertheless we see a pattern of behaviour in the SWV distribution that is consistent among quasars from three different surveys and different from that seen with stars.

The expected behaviour for optical quasar variability is that it follows a CAR(1) model. We have generated mock light curves for both the CRTS and S82 quasar samples using the actual observation times, \( t_i \), but replacing the observed magnitudes with those that would be expected under a CAR(1) model. The magnitude \( X(t) \) at a given timestep \( \Delta t \) from a previous value \( X(t - \Delta t) \) is drawn from a Gaussian distribution with mean and variance given by (Kelly et al. 2009):

\[
E(X(t)|X(t - \Delta t)) = e^{-\Delta t/\tau} X(t - \Delta t) + b\tau(1 - e^{-\Delta t/\tau})
\]
\[
\text{Var}(X(t)|X(t - \Delta t)) = \frac{\tau^2 \sigma^2}{2}[1 - e^{-2\Delta t/\tau}]
\]

We add a Gaussian deviate normalized by the photometric error associated with the magnitude to be replaced at each time \( t \) to incorporate measurement uncertainties into the mock light curves. For each light curve, we set \( b\tau \) to its median value and use the rest frame CAR(1) best fit values determined by MacLeod et al. (2010): \( \log(\tau) = 2.305 \) and \( \log(SF_{\infty}) = -0.634 \) where \( SF_{\infty} = \tau^{1/2}\sigma \). Fig. 12 shows the SWV distributions for the two sets of mock light curves. It is clear that the transition point in both CRTS and S82 data sets indicates a rest frame scale below which quasar behaviour deviates from a CAR(1) process.

The relative position of the CAR(1) break point is different between the data sets. One distinction between them that may contribute to this is the relative fractions of quasars with different absolute magnitudes. S82 has relatively more low to mid-range \( (M_{obs} > -26) \) luminosity quasars than CRTS which has more luminous quasars (see Fig. 14). Fig. 12 also shows the rest frame SWV distributions in various absolute magnitude bins for CRTS and S82 quasars. There is a general anti-correlation between the strength of the variability (SWV) and absolute magnitude (in agreement with the results for \( SF_{\infty} \) in MacLeod et al. (2010)) and also a luminosity dependence to the characteristic scale (transition point). The latter is shown in Fig. 15 and suggests that the more luminous the quasar, the shorter the characteristic scale is, which can be expressed as:

\[
\log_2(\tau_o) = 0.267 \ast \text{absolute magnitude} + 12.506
\]

We reserve further investigations of this to a future paper.

Previous studies have identified characteristic rest

Figure 13. The rest frame Sleipnir wavelet variance distribution for 435 MACHO/OGLE III quasars

Figure 14. The absolute magnitude distributions of the CRTS and S82 quasars.

Figure 15. The luminosity dependence of the transition point for CRTS (cyan) and S82 (red) quasars. The dashed line indicates a weighted least-squares fit to the characteristic scales in Fig. 12.
Figure 12. The rest frame Slepian wavelet variance distribution for CRTS (upper) and S82 (lower) quasars (left) and their decomposition into absolute magnitude bins (right) – a cubic is fit to the median values within each $\tau$ bin for a given absolute magnitude range. The red data points in the left plots indicate the SWV distribution for mock light curves obeying a CAR(1) process with the same time samplings as the respective survey.

Figure 12. The rest frame Slepian wavelet variance distribution for CRTS (upper) and S82 (lower) quasars (left) and their decomposition into absolute magnitude bins (right) – a cubic is fit to the median values within each $\tau$ bin for a given absolute magnitude range. The red data points in the left plots indicate the SWV distribution for mock light curves obeying a CAR(1) process with the same time samplings as the respective survey.

frame timescales (the value of the CAR(1) $\tau$ parameter representing a damping timescale) from $\sim$200 days to 835 days (Kelly et al. 2009; MacLeod et al. 2010, 2012), consistent with the thermal or orbital timescales in the optically thick accretion disk of a quasar and quasar variability driven by stochastic instabilities in the accretion disk. However, Zu et al. (2013) detected hints of a characteristic timescale of $\sim$1–3 months in $\sim$50% of their sample of 223 OGLE light curves (consistent with the Kepler results of Mushotzky et al. (2011) for four quasars) indicating a breakdown of the CAR(1) model at smaller timescales. Voevodkin (2011) finds a best-fit solution to the structure function (SF) of Stripe 82 quasars involving a broken power law with the break at $\sim$42 days, although we note the results of Emmanoulopoulos, McHardy & Uttley (2010) with blazar SFs that the lengths of the data set and the shape of the underlying PS can produce spurious SF breaks.

Studies of X-ray variability in AGN find that they are well described by a power spectrum (PS) which has a logarithmic slope, $\alpha \geq 2$, at high frequencies but flattens to a slope of $\alpha \sim 1$ below some break frequency (or corresponding characteristic timescale). Furthermore, the break frequency is seen to anti-correlate with BH mass, indicative of a correlation between the size of the X-ray emitting region and BH mass, e.g., McHardy et al. (2006). Papadakis et al. (2009) conclude that for an AGN with a given BH mass, the accretion rate determines both the X-ray characteristic frequency and the energy spectral slope, which is consistent with models where the X-rays are produced by thermal Comptonization. Kelly et al. (2011) find that there is a common anti-correlation in both optical and X-ray variability between the BH mass and the amplitude of the high-frequency PS, suggesting a shared origin for the variability, e.g., inwardly propagating fluctuations in the accretion rate.

Assuming that quasar variability can be described by the evolution of viscous, thermal, or radiative perturbations due to a driving noise, the X-ray (high) PS break frequency corresponds to the diffusion timescale in the outer region of the accretion flow (Kelly et al. 2011). An additional optical (low) PS break frequency might exist at a characteristic timescale related to the time it takes a perturbation travelling at the viscous speed to cross the characteristic spatial scale of the noise field, assuming it is spatially correlated. The characteristic timescale of $\sim$54 days identified by Slepian wavelet variance is consistent with values for the low frequency break derived from fitting a mixed Ornstein-Uhlenbeck process to the X-ray light curves of 10 local AGN. Further study will help to confirm the presence of this and other characteristic timescales.

5.2 The control sample

Although we can statistically confirm the quasar selection technique that we intend to apply to the full CRTS data
set, real validation only comes with spectroscopic confirmation. In Sec. 3.1, we defined a control sample of 7113 objects, which to date have not been identified as either quasars or high probability (mainly photometric) quasar candidates. This is ideal for this purpose as it is quite likely that there are as yet unidentified quasars in this data set. The distributions of the various selection algorithm parameters for this control sample are shown in Fig. 16. Table 5 gives the confusion matrices for the various selection algorithms applied to the joint set of CRTS known quasars and the control sample and shows that the QSO fraction is estimated at somewhere between 20% and 79% by the individual variability measures and 46% by the ensemble technique (extremely randomized trees). Note that where the WISE color $W1 - W2$ is not available, an ensemble trained on just the variability algorithm features has been used.

Of the 3297 ensemble-selected quasar candidates, we have selected a representative set of 100 for spectroscopic observation to better quantify any selection biases in terms of magnitude, number of observations, WISE color, etc. Thus far, 13 of these were observed on 2013 August 30-31 with Keck + DEIMOS, one on 2013 September 3 with Palomar 200” + DBSP, and a further six on 2013 November 8 with Palomar 200 inch + DBSP. Table 6 gives details of these and their selection algorithm positions are also noted in Fig. 16. The data were reduced using the standard DEIMOS pipeline and a representative set of spectra are shown in Fig. 17. Of the 20 total candidates observed, 19 have been confirmed as quasars/AGN whilst the spectrum of the remaining one has too low a S/N to permit classification. In particular, seven have been found which previous variability techniques would not have identified. This suggests that our ensemble classification technique should produce a highly complete quasar catalog.

6 CONCLUSIONS

The production of a large quasar sample selected on the basis of quasar variability is viable now. Previous investigations have focused on SDSS Stripe 82 or OGLE data, whilst looking forward to Pan-STARRS and LSST for larger well-sampled data sets. However, the CRTS data set is perfect for quasar studies with an estimated coverage of almost 200,000 known quasars, 500,000 photometric quasar candidates and a conservatively estimated further 500,000 new quasars amongst its 500 million light curves.

In this paper, we have compared the efficacy of common quasar variability-based selection techniques on CRTS data and also introduced a new technique based on Slepian wavelet variance. We find that this is as good as (if not better than) the other techniques but makes fewer assumptions. It is also able to identify characteristic timescales within a time series, either those contributing significantly more to the overall variance of the object or those associated with a change of behaviour.

We find strong evidence from a combined total of 18028 CRTS, SDSS and MACHO quasars for a transition timescale of $\sim 54$ days in the quasar rest frame from the behaviour predicted by a CAR(1) model. This confirms the short timescale deviation hinted at in OGLE data by Zu et al. (2013) and Kepler data by Mushotzky et al. (2011). If multiple mechanisms are responsible for quasar variability or it is the result of a single mechanism but with a combination of different timescales and amplitudes, one should expect to see deviations from a CAR(1) model. Such a break might also be expected in models where variability is driven by a spatially correlated noise field.

Subsequent analyses of larger CRTS quasar samples using the fuller DR2 data will allow a more thorough investigation of this timescale and its dependencies on physical parameters such as luminosity, black hole mass and Eddington limit. We also intend to extend the Slepian wavelet variance technique to support finer time resolution and explore whether quasars are better described by more sophisticated continuous time stochastic processes than just CAR(1). Finally, we note that combining CRTS data with other existing quasar time series should also prove a profitable avenue for quasar studies.
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Figure 16. The respective distributions for the structure function (left), CAR(1) (middle) and Slepian wavelet variance (right) applied to the CRTS control sample. The black lines in each indicate the quasar selection criteria. The red points (tracks) indicate a small set of high likelihood quasar candidates (see the text for more details).

Table 5. The confusion matrices derived from the various algorithms to identify quasars in the CRTS control sample. Note that completeness, purity and $F_1$-scores for BB11 do not include objects with ambiguous classifications.

<table>
<thead>
<tr>
<th>SF</th>
<th>QSO</th>
<th>Control</th>
<th>CAR(1)</th>
<th>QSO</th>
<th>Control</th>
<th>BB11</th>
<th>QSO</th>
<th>Control</th>
<th>SWV</th>
<th>QSO</th>
<th>Control</th>
<th>Ensemb</th>
</tr>
</thead>
<tbody>
<tr>
<td>QSO</td>
<td>5154</td>
<td>2143</td>
<td>6433</td>
<td>629</td>
<td>4915</td>
<td>1474</td>
<td>6854</td>
<td>446</td>
<td>7294</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>1394</td>
<td>5718</td>
<td>4003</td>
<td>2747</td>
<td>1570</td>
<td>3820</td>
<td>5585</td>
<td>1528</td>
<td>3297</td>
<td>3770</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completeness</td>
<td>71%</td>
<td>91%</td>
<td>77%</td>
<td>94%</td>
<td>100%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Purity</td>
<td>79%</td>
<td>62%</td>
<td>76%</td>
<td>55%</td>
<td>69%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_1$-score</td>
<td>0.74</td>
<td>0.74</td>
<td>0.76</td>
<td>0.76</td>
<td>0.69</td>
<td>0.82</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6. Details of the 20 quasar candidates that were observed. In the predicted columns: ‘Q’ is a quasar, ‘-’ is not a quasar and ‘?’ indicates ambiguous for BB11 alone. A colon on the redshift indicates that it is based on a single emission line assumed to be Mg II and is thus considered tentative. Note that the S/N for QC0938+1957 was too low to permit a classification.

<table>
<thead>
<tr>
<th>Id</th>
<th>RA</th>
<th>Dec</th>
<th>V</th>
<th>W1 - W2</th>
<th>W2</th>
<th>SF</th>
<th>CAR(1)</th>
<th>BB11</th>
<th>SWV</th>
<th>Ensemble</th>
<th>z</th>
</tr>
</thead>
<tbody>
<tr>
<td>QC0017 + 1104a</td>
<td>00 17 14.63</td>
<td>+11 04 19.10</td>
<td>19.57</td>
<td>1.45</td>
<td>14.03</td>
<td>Q</td>
<td>-</td>
<td>-</td>
<td>Q</td>
<td>1.186</td>
<td></td>
</tr>
<tr>
<td>QC0105 + 2755</td>
<td>01 05 16.30</td>
<td>+27 55 23.30</td>
<td>19.67</td>
<td>0.88</td>
<td>14.04</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Q</td>
<td>0.536</td>
<td></td>
</tr>
<tr>
<td>QC0150 + 0328a</td>
<td>01 50 58.88</td>
<td>+03 28 22.70</td>
<td>19.36</td>
<td>1.11</td>
<td>14.22</td>
<td>Q</td>
<td>-</td>
<td>-</td>
<td>Q</td>
<td>1.821</td>
<td></td>
</tr>
<tr>
<td>QC0213 — 0708a</td>
<td>02 13 46.80</td>
<td>-07 08 22.20</td>
<td>20.52</td>
<td>1.09</td>
<td>14.99</td>
<td>Q</td>
<td>-</td>
<td>-</td>
<td>Q</td>
<td>1.126</td>
<td></td>
</tr>
<tr>
<td>QC0226 + 0429a</td>
<td>02 26 26.38</td>
<td>+04 29 41.20</td>
<td>18.01</td>
<td>1.05</td>
<td>12.91</td>
<td>Q</td>
<td>-</td>
<td>?</td>
<td>Q</td>
<td>1.471</td>
<td></td>
</tr>
<tr>
<td>QC0326 — 0534a</td>
<td>03 26 51.00</td>
<td>-05 34 53.47</td>
<td>18.65</td>
<td>0.85</td>
<td>14.27</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Q</td>
<td>1.618</td>
<td></td>
</tr>
<tr>
<td>QC0352 — 1731a</td>
<td>03 32 56.92</td>
<td>-17 31 47.39</td>
<td>19.63</td>
<td>1.08</td>
<td>14.17</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Q</td>
<td>0.817</td>
<td></td>
</tr>
<tr>
<td>QC0745 + 2438a</td>
<td>07 45 40.44</td>
<td>+24 38 01.28</td>
<td>18.86</td>
<td>0.84</td>
<td>14.84</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Q</td>
<td>0.242</td>
<td></td>
</tr>
<tr>
<td>QC0938 + 1957a</td>
<td>09 38 58.91</td>
<td>+19 57 34.31</td>
<td>19.26</td>
<td>0.95</td>
<td>14.12</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Q</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>QC1024 + 1842a</td>
<td>10 24 29.55</td>
<td>+18 42 50.69</td>
<td>18.27</td>
<td>1.16</td>
<td>13.74</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Q</td>
<td>0.187</td>
<td></td>
</tr>
<tr>
<td>QC1653 + 4477a</td>
<td>16 53 27.81</td>
<td>+44 47 02.70</td>
<td>18.79</td>
<td>0.95</td>
<td>14.72</td>
<td>Q</td>
<td>Q</td>
<td>Q</td>
<td>Q</td>
<td>2.755</td>
<td></td>
</tr>
<tr>
<td>QC1706 + 1318a</td>
<td>17 06 02.51</td>
<td>+13 18 46.10</td>
<td>17.79</td>
<td>0.62</td>
<td>15.76</td>
<td>-</td>
<td>Q</td>
<td>Q</td>
<td>Q</td>
<td>0.095</td>
<td></td>
</tr>
<tr>
<td>QC1741 + 4632a</td>
<td>17 41 09.91</td>
<td>+44 32 27.00</td>
<td>18.96</td>
<td>1.21</td>
<td>14.96</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Q</td>
<td>2.328</td>
<td></td>
</tr>
<tr>
<td>QC2136 — 0221a</td>
<td>21 36 00.37</td>
<td>-02 21 10.30</td>
<td>19.73</td>
<td>1.20</td>
<td>14.88</td>
<td>Q</td>
<td>Q</td>
<td>Q</td>
<td>Q</td>
<td>1.735</td>
<td></td>
</tr>
<tr>
<td>QC2318 + 3502a</td>
<td>23 18 12.22</td>
<td>+35 02 40.27</td>
<td>18.76</td>
<td>0.97</td>
<td>14.47</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Q</td>
<td>0.240</td>
<td></td>
</tr>
<tr>
<td>QC2342 — 0052a</td>
<td>23 24 28.36</td>
<td>-00 52 44.30</td>
<td>19.48</td>
<td>1.00</td>
<td>13.76</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Q</td>
<td>0.506</td>
<td></td>
</tr>
<tr>
<td>QC2339 + 2923a</td>
<td>23 39 41.69</td>
<td>+29 23 59.20</td>
<td>18.39</td>
<td>1.43</td>
<td>13.31</td>
<td>Q</td>
<td>Q</td>
<td>Q</td>
<td>Q</td>
<td>1.630</td>
<td></td>
</tr>
<tr>
<td>QC2346 + 2523a</td>
<td>23 46 40.47</td>
<td>+25 23 31.10</td>
<td>18.42</td>
<td>1.12</td>
<td>12.95</td>
<td>Q</td>
<td>-</td>
<td>-</td>
<td>Q</td>
<td>0.783</td>
<td></td>
</tr>
</tbody>
</table>

a: observed on Aug 30/31 2013 with Keck + DEIMOS; b: observed on Sep 3 2013 with Palomar 200" + DBSP; c: observed on Nov 8 2013 with Palomar 200" + DBSP.
**Figure 17.** Spectra of four quasar candidates observed with Keck/DEIMOS in 2013 August. Flux calibration was done with archival sensitivity functions and are only relative. Prominent lines are labeled. The redshift of QC0015+2135, marked with a colon, is based on a single emission line assumed to be Mg II, and is thus considered tentative. All four spectra are clearly spectroscopically confirmed as quasars, even if the derived redshift is unclear for one.
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APPENDIX A: SLEPIAN WAVELET VARIANCE

Following (Mondal & Percival 2011), we consider an observed time series \(X(t_0), X(t_1), \ldots, X(t_{N-1})\) with data taken at irregular time points \(t_0, t_1, \ldots, t_{N-1}\). The sampling intervals are \(\Delta_1 = t_1 - t_0, \Delta_2 = t_2 - t_1, \ldots, \Delta_N = t_N - t_{N-1}\), which gives an average sampling interval of:

\[
\bar{\Delta} = \frac{1}{N-1}(\Delta_1 + \Delta_2 + \ldots + \Delta_N) = \frac{t_N - t_0}{N-1}
\]

Now, for a fixed positive integer \(j\), we define the passband of frequencies

\[
A_j = [-2^{-j}/\bar{\Delta}, -2^{-j+1}/\bar{\Delta}] \cup [2^{-j-1}/\bar{\Delta}, 2^{-j}/\bar{\Delta}]
\]

and dyadic scales \(\tau_j = \Delta 2^{-j}\) for \(j = 1, 2, \ldots, J\) with \(N+1 = 2^J + N_J, 0 < N_J \leq 2^J - 1\). For each \(k\), let \(\{\psi_{k,m}\}_{m=0}^{M-1}\) be the coefficients of a linear filter that approximates a bandpass filter with passband \(A_j\) and is adaptive to time points \(t_k, t_{k+1}, \ldots, t_{k+M-1}\). Considering the Fourier transform:

\[
\Psi_k(f) = \sum_{m=0}^{M-1} \psi_{k,m} e^{-i2\pi ft_k}
\]

we desire \(\{\psi_{k,m}\}\) such that:

(i) \(\sum \psi_{k,m} = 0\)
(ii) \(\sum \psi_{k,m}^2 = 1/2^{-j}\Delta\)
(iii) \(\psi_{k,m} = 1/2^{-j}\Delta\)

\[
\lambda(k, M, j) = \frac{\int A_j |\Psi_k(f)|^2 df}{\int_{1/2}^{1/2} |\Psi_k(f)|^2 df} = \frac{\psi_k^T Q_{k,j} \psi_k}{\psi_k^T \psi_k}
\]

\[
\lambda(k, j) = \frac{\psi_k^T Q_j \psi_k}{\psi_k^T \psi_k}
\]

\[
\lambda(k, M, j) = \frac{\int_{-a}^{a} |\Psi_k(f)|^2 df}{\int_{-a}^{a} |\Psi_k(f)|^2 df} = \frac{\psi_k^T Q_{k,j} \psi_k}{\psi_k^T \psi_k}
\]

where \(Q_{k,j}\) is the covariance matrix of the filter coefficients.

\[
\lambda(k, M, j) = \frac{\int_{-a}^{a} |\Psi_k(f)|^2 df}{\int_{-a}^{a} |\Psi_k(f)|^2 df} = \frac{\psi_k^T Q_{k,j} \psi_k}{\psi_k^T \psi_k}
\]

\[
\lambda(k, M, j) = \frac{\int_{-a}^{a} |\Psi_k(f)|^2 df}{\int_{-a}^{a} |\Psi_k(f)|^2 df} = \frac{\psi_k^T Q_{k,j} \psi_k}{\psi_k^T \psi_k}
\]

\[
\lambda(k, M, j) = \frac{\int_{-a}^{a} |\Psi_k(f)|^2 df}{\int_{-a}^{a} |\Psi_k(f)|^2 df} = \frac{\psi_k^T Q_{k,j} \psi_k}{\psi_k^T \psi_k}
\]

\[
\lambda(k, M, j) = \frac{\int_{-a}^{a} |\Psi_k(f)|^2 df}{\int_{-a}^{a} |\Psi_k(f)|^2 df} = \frac{\psi_k^T Q_{k,j} \psi_k}{\psi_k^T \psi_k}
\]

\[
\lambda(k, M, j) = \frac{\int_{-a}^{a} |\Psi_k(f)|^2 df}{\int_{-a}^{a} |\Psi_k(f)|^2 df} = \frac{\psi_k^T Q_{k,j} \psi_k}{\psi_k^T \psi_k}
\]

\[
\lambda(k, M, j) = \frac{\int_{-a}^{a} |\Psi_k(f)|^2 df}{\int_{-a}^{a} |\Psi_k(f)|^2 df} = \frac{\psi_k^T Q_{k,j} \psi_k}{\psi_k^T \psi_k}
\]

\[
\lambda(k, M, j) = \frac{\int_{-a}^{a} |\Psi_k(f)|^2 df}{\int_{-a}^{a} |\Psi_k(f)|^2 df} = \frac{\psi_k^T Q_{k,j} \psi_k}{\psi_k^T \psi_k}
\]

\[
\lambda(k, M, j) = \frac{\int_{-a}^{a} |\Psi_k(f)|^2 df}{\int_{-a}^{a} |\Psi_k(f)|^2 df} = \frac{\psi_k^T Q_{k,j} \psi_k}{\psi_k^T \psi_k}
\]

\[
\lambda(k, M, j) = \frac{\int_{-a}^{a} |\Psi_k(f)|^2 df}{\int_{-a}^{a} |\Psi_k(f)|^2 df} = \frac{\psi_k^T Q_{k,j} \psi_k}{\psi_k^T \psi_k}
\]

\[
\lambda(k, M, j) = \frac{\int_{-a}^{a} |\Psi_k(f)|^2 df}{\int_{-a}^{a} |\Psi_k(f)|^2 df} = \frac{\psi_k^T Q_{k,j} \psi_k}{\psi_k^T \psi_k}
\]

\[
\lambda(k, M, j) = \frac{\int_{-a}^{a} |\Psi_k(f)|^2 df}{\int_{-a}^{a} |\Psi_k(f)|^2 df} = \frac{\psi_k^T Q_{k,j} \psi_k}{\psi_k^T \psi_k}
\]

\[
\lambda(k, M, j) = \frac{\int_{-a}^{a} |\Psi_k(f)|^2 df}{\int_{-a}^{a} |\Psi_k(f)|^2 df} = \frac{\psi_k^T Q_{k,j} \psi_k}{\psi_k^T \psi_k}
\]
where the $(s,t)$th element of the $M \times M$ matrix $Q_{k,j}$ is:

$$Q_{k,j}(m,m') = \int_{A_j} e^{-i2\pi f(t_k + m - t_k + m')}df$$

$$= \frac{\sin \left( \frac{2\pi (t_k + m - t_k + m')}{2\Delta} \right) - \sin \left( \frac{2\pi (t_k + m - t_k + m')}{2\Delta} \right)}{\pi (t_k + m - t_k + m')}$$

We want to find the maximum eigenvector $Q_{k,j} \psi_k = \lambda(k,M,j) \psi_k$ subject to $1^T \psi_k = 0$. Setting $M = c2^j$ where $2c$ is an integer independent of $j$ and assuming that the sampling intervals arise from a stationary process, for large $j$, this becomes a continuous eigenvalue problem:

$$\int_{-1}^{1} \mu \beta_c(f - f') \psi(f')df' = \lambda \psi_k(f)$$

where $f = 2m/M - 1$, $f' = 2m'/M - 1$ so that $-1 \leq f, f' < 1$ and $\mu = E \Delta$. The adaptive filters can then be obtained from the continuous Slepian wavelet $\psi(f)$ via:

$$\psi \left( 2 \frac{t+k - t_k}{t_{M+k} - t_k} - 1 \right), m = 0, 1, \ldots, M - 1, k = 0, 1, \ldots$$

The Slepian wavelet coefficients indexed by scale $\tau_j$ and shift $k$ are defined by:

$$U_{j,k} = \sum_{u=0}^{M_j-1} \psi_{j,k,u} X(t_k + u), k = 0, 1, \ldots, N - M_j$$

and an approximate estimate of the wavelet variance at scale $\tau_j$ is:

$$\hat{\nu}^2(\tau_j) = \frac{1}{N - M_j + 1} \sum_{k=0}^{N-M_j} U_{j,k}^2$$

Under appropriate regularity conditions, $\hat{\nu}^2(\tau_j)$ is asymptotically a Gaussian random variable.