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Summary
The Keck Institute for Space Studies (KISS) fellowship has played an important role in my development as
an engineer- scientist. The fellowship gave me an opportunity to pursue exciting new ideas and work on
novel concepts leading to important scientific advancements in monitoring surface deformation using space-
based radar satellites. My experiences from the research work as a KISS fellow have played an important
role in shaping my decision to further pursue research on effectively using space-based radar instruments for
monitoring and studying surface deformation at JPL. The KISS fellowship also allowed me, as an engineer,
to reach out and collaborate directly with geophysicists on problems of mutual interest. My work consisted of
developing new algorithms and analysis techniques for studying the spatial and temporal evolution of surface
deformation using data from space-borne synthetic aperture radar (SAR) systems. The key contributions of
my research during the fellowship are:

1. A theoretical noise model for synthetic aperture radar interferometric data.
The new noise model will drive the next generation of algorithms for estimating the spatial and temporal
evolution of surface deformation from radar interferometric observations. The noise model will also
enable us to provide realistic uncertainty estimates for our observations and hence, will influence the
design of future interferometric SAR missions. We expect this work to be submitted for publication in
a research journal soon.

2. Improvements to various aspects of time-series radar interferometry.
In collaboration with members of Prof. Mark Simon’s research group:

(a) Algorithms for correcting effects due to the stratified atmosphere in interferometric data.

(b) Improve and optimize the Multi-scale Interferometric Time Series (MInTS) algorithms for prac-
tical implementation on large datasets.

(c) Development of an automated processing chain for processing large volumes of SAR data into
interferograms. For the first time, it is now possible to automatically process hundreds of in-
terferograms in a reasonable amount of time with open source software. The implications for
automated monitoring of various geophysically active regions around the world are numerous.

3. Development of the Generic InSAR Analysis Toolbox (GIAnT).
In collaboration with members of Prof. Mark Simon’s group, I developed an automated, open source
interferometric data analysis package called Generic InSAR Analysis Toolbox (GIAnT). GIAnT en-
ables geophysicists to quickly and efficiently derive surface deformation maps from large volumes of
SAR data. GIAnT has already been applied to study some of the largest SAR datasets ever compiled
in the United States, e.g. over Long Valley caldera in California, Los Angeles and the Mojave desert.
GIAnT is expected to become the time-series analysis tool of choice in the future, and has been de-
veloped with the JPL’s next generation InSAR Scientific Computing Environment (ISCE) in mind. An
article announcing the public release of this software package has already been published in American
Geophysical Union’s EOS newsletter. GIAnT can be downloaded for free at http://earthdef.caltech.edu.

4. Algorithms for optimizing GPS networks.
I also developed network optimization algorithms for optimially extending GPS networks for monitor-
ing specific seismogenic zones. An article describing the application of these algorithms for augment-
ing the continuous GPS network in Sumatra, Indonesia will be submitted to a scientific journal.

5. Modelling creep along the San Andreas Fault.
In collaboration with Sylvain Barbot and Romain Jolivet of the Tectonics Observatory at Caltech, the
surface deformation time-series products over Parkfield, CA derived using various algorithms that I
developed are currently being used to study variations in creep along the San Andreas Fault. This is a
project in progress and is expected to result in a couple of journal publications.
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Outline
This report is composed of articles documenting my research work during the fellowship, that have either
been published or are being prepared for submission to a scientific journal. The attachments include

1. P. S. Agram, R. Jolivet, B. Riel, Y. N. Lin, M. Simons, E. Hetland, M. -P. Doin and C. Lasserre, “New
radar interferometric time-series package released”, Eos, Transactions American Geophysical Union
92.28 (2012): 234.

2. P. S. Agram, R. Jolivet and M. Simons, “Generic InSAR Analysis Toolbox (GIAnT) - User Guide”,
2012, http://earthdef.caltech.edu.

3. P. S. Agram and M. Simons, “A noise model for InSAR time-series”, In preparation.

4. S. Barbot, P. S. Agram, M. Simons and M. De Michele, “Segmentation of the San Andreas Fault from
space geodetic data”, In preparation.

5. S. Barbot, P. S. Agram and E. Hill, “Augmenting the space geodetic monitoring of the Mentawai
seismic gap of the Sundra megathrust”, In preparation.
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   Interferometric synthetic aperture radar 

(InSAR) has become an important geodetic 

tool for measuring deformation of Earth’s 

surface due to various geophysical phenom-

ena, including slip on earthquake faults, 

subsurface migration of magma, slow‐moving 

landslides, movement of shallow crustal fluids 

(e.g., water and oil), and glacier flow. 

Airborne and spaceborne synthetic aperture 

radar (SAR) instruments transmit microwaves 

toward Earth’s surface and detect the 

returning reflected waves. The phase of the 

returned wave depends on the distance 

between the satellite and the surface, but it is 

also altered by atmospheric and other effects. 

InSAR provides measurements of surface 

deformation by combining amplitude and 

phase information from two SAR images of 

the same location taken at different times to 

create an interferogram. Several existing 

open‐source analysis tools [ Rosen et al .,  2004 ; 

 Rosen et al .,  2011 ;  Kampes et al .,  2003 ; 

 Sandwell et al .,  2011 ] enable scientists to 

exploit observations from radar satellites 

acquired at two different epochs to produce a 

surface displacement map. 

 The past decade has seen the development 

and verification of numerous algorithms that 

combine phase information from multiple 

radar interferograms to produce internally 

consistent time series of land surface 

deformation [e.g.,  Ferretti et al .,  2001 ; 

 Berardino et al .,  2002 ;  López‐Quiroz et al ., 

 2009 ;  Hetland et al .,  2012 ]. Combining multiple 

interferograms allows detection and quantifi-

cation of both secular and transient displace-

ments. These methods also help to mitigate 

the effects of change in scatterer properties 

and phase delay introduced by the atmos-

phere between SAR acquisitions, resulting in 

measurements of surface deformation with 

subcentimeter accuracy. 

 A new repeat interferometry time series 

analysis toolbox, Generic InSAR Analysis 

Toolbox (GIAnT) 1.0, was released in 

December 2012. GIAnT 1.0 is a user‐friendly, 

open‐source, documented framework for 

rapid generation of time series of surface 

displacement using InSAR data. GIAnT 1.0 

includes numerous published time series 

techniques, in some cases with improve-

ments, allowing geophysicists to efficiently 

analyze the large and ever‐increasing archive 

of SAR data acquired over the past 

2 decades as well as allowing scientists to test 

the sensitivity of results to different analysis 

approaches. 

 A typical processing chain for generating 

InSAR time series products consists of 

(1) assembling a stack of phase‐unwrapped 

interferograms; (2) optionally applying 

corrections, also known as atmospheric 

phase screens (APS), to mitigate the differen-

tial path delay effects due to the stratified 

atmosphere; (3) optionally estimating 

residual long‐wavelength errors (e.g., due to 

imprecise orbits) empirically or through the 

use of other prior information such as surface 

displacement fields provided by dense GPS 

networks; and (4) estimating time series of 

line‐of‐sight displacements and residual 

turbulent APS using one of several time series 

analysis methods. 

 GIAnT 1.0 addresses steps 2 to 4 in the 

processing chain and includes implementa-

tions of various time series analysis methods 

for step 4, while allowing users to implement 

step 1 using their favorite processing tools 

[e.g.,  Rosen et al .,  2004 ;  Rosen et al .,  2011 ; 

 Kampes et al .,  2003 ;  Doin et al .,  2011 ;  Sandwell 

et al .,  2011 ]. 

 GIAnT 1.0 enables mitigation of the effects 

of signal delays due to the stratified tropo-

sphere in each interferogram using either an 

empirical approach or estimates from global 

atmospheric models. Empirical estimates are 

based on the evaluation of the dependency of 

interferometric phase on topography and the 

stratification of the lower atmosphere [e.g., 

 Lin et al .,  2010 ]. Alternatively, global atmos-

pheric models provide daily estimates of 

atmospheric variables, including temperature, 

pressure, and water vapor partial pressure, 

which in turn can be used to derive the phase 

delay related to spatial and temporal 

variations in the refractivity index of air 

[e.g.,  Jolivet et al .,  2011 ]. GIAnT 1.0 implements 

atmospheric corrections as a stand‐alone 

Python module named PyAPS (Python‐based 

Atmospheric Phase Screen) and includes 

support for automatic download of meteoro-

logical data sets (European Centre for 

Medium‐Range Weather Forecasts (ECMWF) 

Re‐Analysis (ERA) Interim, North American 

Regional Reanalysis (NARR), and Modern‐Era 

Retrospective Analysis for Research and 

Applications (MERRA)). GIAnT 1.0 can 

optionally correct each interferogram from 

residual orbit errors by removing a simple 

parametric function determined empirically 

or using GPS‐derived time series of displace-

ments or velocities. All corrections are 

consistently applied within a given interfero-

metric data set and generally increase the 

signal‐to‐noise ratio of inferred time series. 

 GIAnT 1.0 implements four existing InSAR 

time series approaches, and new ones are 

easily added to the toolbox. These 

approaches are the Small Baseline Subset 

(SBAS) [ Berardino et al .,  2002 ], the New‐SBAS 

(NSBAS) [ López‐Quiroz et al .,  2009 ], a 

temporally parameterized inversion 

(TimeFun), and the Multiscale Interferometric 

Time‐Series (MInTS) [ Hetland et al .,  2012 ] 

algorithms. In SBAS and NSBAS algorithms 

the temporal evolution of the phase is derived 

assuming each interferogram is the linear 

combination of each SAR acquisition’s phase 

value. Additionally, the NSBAS method takes 

advantage of a user‐defined functional form 

of the phase evolution to overcome the issue 

of missing links in the interferometric network 

due to temporal and spatial decorrelation. 

The MInTS approach allows the characteriza-

tion of the temporal behavior of surface 

deformation using a dictionary of user‐

defined functions, including linear trends, 

seasonal oscillations, steps, exponential and 

logarithmic decays, and various splines 

[ Hetland et al .,  2012 ]. MInTS also transforms 

InSAR observations into the spatial wavelet 

domain and allows for distinction between 

different spatial scales of deformation and 

atmospheric noise. Within GIAnT 1.0 the 

temporal inversion component of MInTS has 

also been adapted to the conventional 

nonwavelet approaches (TimeFun). 

 Each of these methods includes a data‐

driven bootstrapping approach to estimate 
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uncertainties associated with time series 

products. While numerous variants of 

published time series algorithms exist, GIAnT 

provides several tools in a simple and efficient 

framework so that users can test a variety of 

techniques and customize their processing 

chain, specific to a given data set. Users are 

encouraged to make their modifications or 

even new algorithms available for inclusion in 

future distributions of GIAnT. The goal is to 

make GIAnT an open collaborative environ-

ment for InSAR time series analysis. 

 GIAnT 1.0 is primarily an ensemble of 

Python routines but includes an interface for 

some optimized C and Fortran 90 routines. 

GIAnT 1.0 relies extensively on numerical 

Python libraries to develop an object‐

oriented, flexible, and generalized framework 

for InSAR time series applications. The user 

manual describes available scripts and 

functions and includes detailed instructions 

for installing the set of prerequisite libraries 

using standard repository management tools 

on Linux and OS X platforms. The developers 

are heavy users of GIAnT for their own 

geophysical projects, and they will attempt to 

fix software bugs as they arise. 

 GIAnT 1.0 is available from  http://earthdef.

caltech.edu . The Web site includes details 

regarding access to the version‐controlled 

software repository and a user discussion 

forum and wiki. Other related packages can 

also be obtained from the same Web site. 

While not designed to match the standards of 

a well‐maintained commercial package, 

GIAnT 1.0 provides a set of tools to be used by 

researchers who need the flexibility and 

access to various stages of processing in 

InSAR time series applications. Future 

versions of GIAnT will include support for 

working directly with wrapped interferomet-

ric data, persistent scatterer algorithms, 

improved constrained and regularized 

solvers, automatic correction of elastic ocean 

tidal load response, and direct download of 

APS maps from third‐party projects. An 

immediate gain from using GIAnT is the 

ability for able and willing users to easily 

share large interferometric data sets in a 

standard format and to compare the 

performance of various time series 

approaches on any data set in a common 

framework. The rich suite of library functions 

that is distributed with GIAnT 1.0 should also 

facilitate faster development and prototyping 

of new InSAR time series processing 

algorithms. 
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Preface

0.1 About This Document

This document describes GIAnT. It is organized following the steps most
users will follow for their interferometric SAR time series processing. We
begin with a description of how to install the software, with extensive de-
tails for Linux and OS-X users. We have not tested this software on a
Windows platform. We then describe, step by step, the different techniques
implemented in GIAnT.

0.2 Who Will Use This Documentation

This documentation is designed for both scientists who are content to use
pre-packaged tools for analysing their synthetic aperture radar (SAR) in-
terferogram stack and for experienced interferometric SAR (InSAR) time-
series algorithm developers. The latter are likely to want to study the
source code, compare the performance of numerous algorithms and even
incorporate additional processing approaches into GIAnT. Users who want
to modify the source will need to have familiarity with scripting, software
installation, and programming, but are not necessarily professional pro-
grammers. We hope that any user-improvements will be shared with the
developers so that all users can benefit from them.

0.3 Citation

We make this source code available at no cost in hopes that the software
will enhance your research. Commercial use of any part of this software is
not allowed without express permission from the authors.
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A number of individuals have contributed significant time and effort to-
wards the development of this software. Please recognize these individuals
by citing the relevant peer-reviewed papers and making relevant acknowl-
edgements in talks and publications.

[[[Include citations when ready.]]]

0.4 Acknowledgements and Credits

The authors of this software were supported by NASA solid earth and
natural hazards program (NNX09AD25G), the Keck Institute for Space
Studies (KISS) and the Caltech Tectonics Observatory (CTO). The Authors
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CTO.
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this program and those who volunteered to be guinea pigs, among them B.
Riel, G. Peltzer, C. Lasserre and M.-P. Doin.

The data used to generate the front page graphics were provided by
Marie-Pierre Doin, ISTerre, France. The data processing from the raw SAR
data to the interferograms is described in Doin et al. [2011]. We produced
the time series using GIAnT. The snapshots are created using the Generic
Mapping Tool [Wessel and Smith, 1995].

0.5 Request for feedback

Your suggestions and corrections are essential to improve this software suite
and the documentation. Please report any errors, inaccuracies or typos to
the GIAnT development team at earthdef@gps.caltech.edu.



License

THE ACCOMPANYING PROGRAMS ARE PROVIDED UNDER THE TERMS OF THIS
PUBLIC LICENSE (" AGREEMENT "). ANY USE , REPRODUCTION OR
DISTRIBUTION OF THE PROGRAM CONSTITUTES RECIPIENT ’S ACCEPTANCE
OF THIS AGREEMENT.

a. Generic InSAR Analysis Toolbox (GIAnT) - Copyright (c) 2012,
California Institute of Technology

b. Python -based Atmospheric Phase Screen estimator (PyAPS) -
Copyright (c) 2012, California Insitute of Technology

c. Variable Resolution Interferogram Resampler (VarRes) - Copyright
(c) 2012, California Institute of Technology

1. Definitions

"Contribution" means:

a) in the case of the initial Contributor , the initial code and
documentation distributed under this Agreement , and

b) in the case of each subsequent Contributor:

i) changes to the Program , and

ii) additions to the Program;

where such changes and/or additions to the Program originate from
and are distributed by that particular Contributor. A
Contribution ’originates ’ from a Contributor if it was added to
the Program by such Contributor itself or anyone acting on such
Contributor ’s behalf.

"Contributor" means any person or entity that distributes the
Program.

"Program" means the Contributions distributed in accordance with
this Agreement.
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"Recipient" means anyone who receives the Program under this
Agreement , including all Contributors.

2. Grant of Rights

Redistribution and use in source and binary forms , with or without
modification , are permitted provided that the following conditions

are met:

a) Program and derivative works may not be sold , nor may they be
used in a commercial product or activity.

b) Derivative works of the Program , in both source and binary forms
, must reproduce the above copyright notice , this list of
conditions and the following disclaimer in the documentation and
/or other materials provided with the distribution.

c) Contributors may not remove or alter any copyright notices
contained within the Program.

d) Each Contributor must identify itself as the originator of its
Contribution , if any , in a manner that reasonably allows
subsequent Recipients to identify the originator of the
Contribution.

3. Usage

The Program is the work of many developers , each of whom owns the
copyright to the code they wrote. There is no central copyright
authority you can license the code from. The proper way to use
the Program is to examine it to understand how it works , and
then write your own modules. Sorry , there is no free lunch here.

4. No Warranty

THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND CONTRIBUTORS
"AS IS" AND ANY EXPRESS OR IMPLIED WARRANTIES , INCLUDING , BUT

NOT LIMITED TO , THE IMPLIED WARRANTIES OF MERCHANTABILITY AND
FITNESS FOR A PARTICULAR PURPOSE ARE DISCLAIMED.



Chapter 1

Introduction

1.1 Overview

The Generic InSAR Analysis Toolbox (GIAnT) is a suite of commonly used
time-series interferometry algorithms in a common Python framework. Im-
provements in synthetic aperture radar (SAR) interferometry over the past
couple of decades allow accurate measurement of ground surface deforma-
tion with unprecedented spatial coverage. Various packages are available to
compute one or several interferograms, e.g, ROI PAC [Rosen et al., 2004a],
DORIS [Kampes et al., 2003], the new ISCE [Rosen et al., 2011], GMTSAR
[Sandwell et al.] or variants, like NSBAS [Doin et al., 2011]. Observing large
amplitude deformation signals, such as surface deformations due to earth-
quakes, is now a routine process. However, the detection of lower amplitude
signals, such as interseismic accumulation, creeping faults, seasonal subsi-
dence, etc., is more challenging. Time series analysis methods are used to
enhance the signal-to-noise ratio and to study the temporal variability of
surface deformation. The InSAR community uses a wide variety of meth-
ods and algorithms for interferometric time-series analysis. However, no
common modular framework exists that allows researchers to quickly ap-
ply these wide range of algorithms on a single data set and compare their
relative merits or limitations.

Development of GIAnT is primarily motivated by:

1. The need for standardization of data formats for ease in sharing time-
series products.

2. Benchmarking of time-series InSAR algorithms.

3. Direct comparison of performance of various published algorithms.

11
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4. A modular framework for efficient development of future time-series
approaches.

GIAnT provides utility libraries of functions that are commonly used in
various time-series approaches and includes demonstration scripts of various
techniques. All the functions and scripts are documented in detail, allowing
users to use these directly for data analysis or as building blocks for any
time-series approach they would like to implement in the same framework.

1.2 Features

Some of key features of GIAnT include:

1. It is free.

2. It provides a Python-based framework.

3. Source code is distributed along with the package.

4. Use of memory mapped files facilitating analysis of large interferogram
stacks.

5. A simple interface to weather model based atmospheric phase screen
corrections [http://earthdef.caltech.edu Jolivet et al., 2011].

6. Direct calls to optimized linear algebra libraries like LAPACK, BLAS
etc that can be optimized for speed using packages like ATLAS/ Intel
MKL.

7. A set of interactive data visualization scripts.

8. Simple parallelization using Python’s multiprocessing (shared mem-
ory) module for performance.

1.3 Algorithms

The time-series analysis routines in GIAnT can be broken down into two
stages - spatial analysis and temporal analysis. GIAnT users can choose
to analyze their data sets in radar (range, azimuth) coordinates directly or
transform their data into wavelet domain before analysis. For the tempo-
ral analysis, the users can choose to work with the traditional piece-wise
linear SBAS formulation [Berardino et al., 2002] or use a parameterized
functional form of their choice [Hetland et al., 2011]. GIAnT modules have

http://earthdef.caltech.edu
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been designed in a manner that allows users to combine various types of spa-
tial and temporal analysis algorithms as desired. The following time-series
techniques have already been implemented and are provided with GIAnT
for immediate use.

1. Small Baseline Subset (SBAS) [Berardino et al., 2002].

2. N-SBAS [Lopez-Quiroz et al., 2009, Doin et al., 2011, Jolivet et al.,
2012].

3. Multiscale Insar Time-Series (MInTS) [Hetland et al., 2011].

4. Timefn (Temporal analysis part of MInTS applied directly in data
domain).

1.4 Programming philosophy

GIAnT consists of two types of programs - modules and scripts. In GI-
AnT, modules are building blocks combined in a preferred order within a
script. We use modules to implement processing steps that are common to
various time-series techniques. We have consciously chosen to implement
the various time-series algorithms as scripts for ease of understanding. We
expect that most of the end users will not be expert programmers and
the processing flow should be easy to comprehend by studying the scripts
directly.

Even though we want to keep an eye on the evolution of the future
versions of GIAnT, these tools are OpenSource, and therefore, we accept,
with great pleasure, any contributions you could make to add algorithms,
improve existing routines or develop new methods.

1.5 Future work

This first release of GIAnT focuses on building a framework and implement-
ing some of the basic time-series InSAR algorithms. The package will con-
stantly be maintained and updated. Bug reports and fixes can be reported
on the website http://earthdef.caltech.edu. GIAnT in its current form
does not address all aspects of time-series InSAR and the future versions
are expected to address the following issues:

1. The processing chain is expected to start with wrapped data. Phase
unwrapping will be included as a processing step. If starting with

http://earthdef.caltech.edu
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unwrapped data, consistency checks will be incorporated to identify
unwrapping errors.

2. Algorithms for estimation of DEM Error in the wrapped domain that
are already available in the public domain [e.g, Hooper et al., 2007,
Ducret et al., 2011] will be incorporated into GIAnT.

3. Tidal load corrections [DiCaprio and Simons, 2008] will be included
as a package similar to the atmospheric corrections. This component
will be important for the analysis of coastal regions and continental
scale data sets.

4. Incorporation of Persistent Scatter algorithms [e.g, Hooper et al.,
2007, Shanker and Zebker, 2007, Hooper, 2008].

5. Inclusion of more complete error covariance models and propagation
of uncertainty estimates through various stage of time-series InSAR
processing.

6. Optimization of various algorithms, including the option of analysis
on distributed systems.



Chapter 2

Installation

Most of GIAnT consists of python programs that just need to be copied to a
specified location. We include a simple Python setup script for components
of GIAnT that are in Fortran or C. A large number of other Python modules
need to be installed in order for GIAnT to work on your machine. Installing
these pre-requisites are relatively easy.

Generic Linux
We recommend using a package manager like apt or yum to install the pre-
requisites before installing GIAnT. We provide command lines to install the
required Python libraries on a Linux Ubuntu machine.

OS-X
A convenient way to install all the pre-requisites is to use the package man-
ager MacPorts (free)1. Installing MacPorts on OS-X machines is straight-
forward but requires Xcode2 (free). We provide command lines to install
the required Python libraries using MacPorts. Please be sure to run these
commands as root. Another package manager called Fink is available3 but
the installation of all the libraries required by GIAnT has never been tested
with Fink.

1http://www.macports.org
2https://developer.apple.com/xcode/
3http://www.finkproject.org

15
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2.1 Pre-requisites

All the following pre-requisites may be installed from source. Although, we
strongly advise the use of a package manager for beginners.

2.1.1 Python 2.6 or higher

GIAnT uses Python (http://www.python.org) and you will need a mini-
mum of Python 2.6, for various pre-requisite packages to work seamlessly.
If for some reason, you choose to build Python from source, please ensure
that you use the same set of compilers for building any of the other packages
for Python. Also ensure that you get the development package for Python
for Linux.

On OS-X, all required libraries for GIAnT are available on MacPorts,
for Python 2.6 or Python 2.7. The suggested commands are for Python 2.7
but can de adapted by changing “27” to “26” in the commands.

Ubuntu - 12.04:

>> apt-get install python2.7 python2.7-dev

OS-X:

>> port install python27

>> port select python python27

2.1.2 Numerical Python (NumPy)

GIAnT makes extensive use of NumPy (http://numpy.scipy.org) for rep-
resenting datasets as arrays and for many array manipulation routines.
We also use some FFT and linear algebra routines provided with NumPy.
numpy.int, numpy.float and numpy.float32 are the most common data for-
mats used at various stages of processing arrays and data.

Ubuntu - 12.04:

>> apt-get install python-numpy

OS-X:

>> port install py27-numpy

If you want to improve the performance of Numpy, we suggest using LA-
PACK, BLAS and ATLAS libraries. For more details on installing numpy
from source using these libraries, see http://docs.scipy.org/doc/numpy/

http://www.python.org
http://numpy.scipy.org
http://docs.scipy.org/doc/numpy/user/install.html
http://docs.scipy.org/doc/numpy/user/install.html
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user/install.html. On OS-X, a variant of Numpy that includes LA-
PACK, BLAS and the optimization ATLAS libraries is available on Mac-
Ports. We suggest users to install the variant including compilation by gcc
4.5:

OS-X:

>> port install py27-numpy +atlas +gcc45

2.1.3 Scientific Python (SciPy)

SciPy (http://scipy.org) contains many functions for linear algebra op-
erations, FFTs and optimization. SciPy also includes support for sparse
matrices and provides solvers for various types of optimization problems.

Ubuntu - 12.04:

>> apt-get install python-scipy

OS-X:

>> port install py27-scipy

Vanilla distributions of SciPy obtained through utilities like yum and
apt are typically not optimized. For best performance on large Linux com-
puters, SciPy must be compiled with ATLAS / Intel MKL support. On
Apple computers, the optimized SciPy distribution can be installed by typ-
ing:

OS-X:

>> port install py27-scipy +atlas +gcc45

2.1.4 Cython

Cython (http://www.cython.org) is a language that makes writing C ex-
tensions for the Python language as easy as Python itself. Cython is ideal
for wrapping external C libraries and for writing fast C modules that speeds
up the execution of Python code.

Ubuntu - 12.04:

>> apt-get install cython

OS-X:

>> port install py27-cython

http://docs.scipy.org/doc/numpy/user/install.html
http://docs.scipy.org/doc/numpy/user/install.html
http://docs.scipy.org/doc/numpy/user/install.html
http://scipy.org
http://www.cython.org
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2.1.5 Matplotlib

Matplotlib (http://matplotlib.sourceforge.net) is a python 2D plot-
ting library which produces publication quality figures in a variety of hard-
copy formats and interactive environments across platforms. We use mat-
plotlib for displaying output and for our interactive time-series viewers.

Ubuntu - 12.04:

>> apt-get install python-matplotlib

OS-X:

>> port install py27-matplotlib

2.1.6 h5py

h5py (http://code.google.com/p/h5py) provides a NumPy interface to
Hierarchial Data Format 5 (HDF5) memory mapped files. We use h5py for
storage and retrieval of named variables during various stages of processing.
A big advantage of h5py is it allows us to access slices of large matrices
directly from a file, without having to use up memory resources needed
to read the entire matrices. The latest version of MATLAB also uses the
HDF5 format and it is possible to directly read in .mat files into Python
using scipy.io.loadmat.

Ubuntu - 12.04:

>> apt-get install python-h5py

OS-X:

>> port install py27-h5py

2.1.7 pygrib

GIAnT can directly interact with PyAPS modules to use weather model
data for atmospheric phase screen corrections. pygrib (http://code.google.
com/p/pygrib) provides the interface for directly reading in GRIB-format
weather data files in Python. Successful installation of pygrib needs grib api,
openjpeg, jasper, libpng, zlib (including all development versions) which can
all be obtained using standard repository management tools. Pygrib also
needs the basemap or pyproj module for python to be installed.

Ubuntu - 12.04:

>> apt-get install zlib1g zlib1g-dev

http://matplotlib.sourceforge.net
http://code.google.com/p/h5py
http://code.google.com/p/pygrib
http://code.google.com/p/pygrib
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>> apt-get install libpng12-0 libpng12-dev

>> apt-get install libjasper1 libjasper-dev

>> apt-get install libopenjpeg2 libopenjpeg-dev

>> apt-get install libgrib-api-1.9.9 libgrib-api-dev libgrib-api-tools

>> apt-get install python-mpltoolkits.basemap

>> apt-get install pyproj

>> easy_install pygrib

Unfortunately, pygrib is not directly available using a package manager
on all Linux machines. You will have to follow instructions on the Google
code page to install pygrib after installing all the required packages.

On OS-X computers, you can install pygrib using macports (all the
dependencies will follow with that command):

OS-X:

>> port install py27-pygrib

2.1.8 pywavelets

The MInTS Hetland et al. [2011] time-series approach uses wavelets for
spatial analysis. We provide our own Meyer wavelet library for analysis
with the original MInTS approach. However, GIAnT also allows one to use
other wavelets for spatial decomposition of unwrapped interferograms using
the pywt (http://github.com/nigma/pywt) package.

Ubuntu - 12.04:

>> apt-get install python-pywt

OS-X:

>> port install py27-pywavelets

(or)

>> easy_install pywavelets

2.1.9 LXML

GIAnT uses XML files for setting up data and processing parameters.
Specifically, we use the eTree module from lxml to construct input XML
files and the objectify module from lxml to read in XML files. LXML
(http://lxml.de) should be available as a standard repository on most
linux distributions.

http://github.com/nigma/pywt
http://lxml.de
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Ubuntu - 12.04:

>> apt-get install python-lxml

OS-X:

>> port install py27-lxml

2.2 Optional

We would also recommend installing the following packages before installing
GIAnT.

2.2.1 ffmpeg or mencoder

We will need one of the two packages to use the matplotlib.animation sub-
module for making movies.

Ubuntu - 12.04:

>> apt-get install ffmpeg mencoder

OS-X:

>> port install ffmpeg

Mencoder is not available through MacPorts (maybe through Fink).

2.2.2 pyresample

Pyresample is a Python package that allows for easy geocoding of swath
data (interferograms etc). We use pyresample to generate movies in the
geocoded domain. Pyresample can be downloaded from http://code.

google.com/p/pyresample/. If pyproj is already installed on your ma-
chine, you can install pyresample using the command

Ubuntu - 12.04 and OS-X:

>> easy_install pyresample

2.2.3 HDFview

HDFview is open source software for exploring the contents of an HDF file.
The latest version can be downloaded from http://www.hdfgroup.org/

hdf-java-html/hdfview/index.html.

http://code.google.com/p/pyresample/
http://code.google.com/p/pyresample/
http://www.hdfgroup.org/hdf-java-html/hdfview/index.html
http://www.hdfgroup.org/hdf-java-html/hdfview/index.html
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Ubuntu - 12.04:

>> apt-get install hdfview

HDFview does not exist through MacPorts but can be easily installed
following the instructions on the HDFview website.

2.2.4 iPython

Interactive Python (iPython) [Pérez and Granger, 2007] provides a rich
toolkit for Python that allows users to work with the python interpreter in
an environment similar to MATLAB or IDL.

Ubuntu - 12.04:

>> apt-get install ipython

OS-X:

>> port install py27-ipython

2.2.5 bpython

bpython http://bpython-interpreter.org/ is a simple interface to the
python interpreter. We recommend bpython when iPython cannot be used,
for example when you are on a NFS partition.

Ubuntu - 12.04:

>> apt-get install bpython

OS-X:

>> port install py27-bpython

2.2.6 pykml

pykml (http://packages.python.org/pykml/) is a Python library for cre-
ating, parsing and manipulating KML files. GIAnT can output time-series
products to KML files for immediate visualization in Google Earth.

Ubuntu - 12.04 and OS-X:

>> easy_install pykml

http://bpython-interpreter.org/
http://packages.python.org/pykml/
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2.2.7 ImageMagick

This is typically a part of the standard Linux distributions. We use Im-
ageMagick’s convert utility to make parts of PNG files transparent for dis-
play usign KML/KMZ files.

Ubuntu - 12.04:

>> apt-get install imagemagick

OS-X:

>> port install imagemagick

2.2.8 xmlcopyeditor

xmlcopyeditor http://xml-copy-editor.sourceforge.net/ is a simple
editor for XML. The XML files used in GIAnT or ISCE can be easily mod-
ified using a text editor but xmlcopyeditor makes the task a little simpler.
We recommend installing the package from source.

2.3 Installation

GIAnT has the following directory structure.

GIAnT (INSTALL directory)

|

|---- tsinsar (Time-series library)

|

|---- pyaps (Atmospheric corrections)

|

|---- SCR (Time-series analysis scripts)

|

|---- geocode (Geocoding library and scripts)

|

|---- solvers (Solvers)

|

|---- setup.py (Installation script)

|

|---- setup.cfg (Setup configure file)

Identify the directory in which you want to install GIAnT and make it
your current working directory. Checkout the latest version of the code as

http://xml-copy-editor.sourceforge.net/
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svn co http://earthdef.caltech.edu/svn/giant

Do not move the contents of the repository directory to another location
as that may affect automatic updating of the repository using svn in the
future. C and Fortran modules need to be built using C and Fortran com-
pilers (see Section 2.3.1). The final step is to include the full path of the
giant/GIAnT directory to the environment variable PYTHONPATH.
This will allow python to import these modules whenever they are used in
any script.

Using Bash:

>> export GIANT=/directory/where/you/did/copy/GIAnT

>> export PYTHONPATH=$GIANT:$PYTHONPATH

Using Csh:

>> setenv GIANT ’/directory/where/you/did/copy/GIAnT’

>> setenv PYTHONPATH $GIANT:$PYTHONPATH

These commands should be included in your .bashrc or .cshrc files.

2.3.1 Building extensions

The setup script builds the gsvd module which contains our interface to the
generalized SVD decomposition from LAPACK, similar to SciPy’s interface
to LAPACK and BLAS in this directory. The gsvd is used for L2 norm
regularized inversions in GIAnT.

The default settings uses the default C and fortran compilers to build
extensions. The setup.cfg file can also be modified to force the machine
to use a specific fortran compiler. If you have multiple Fortran and C
compilers on your machine, you should specify the version compatible with
your installation of python as shown below:

>>CC=Compiler python setup.py build_ext

--fcompiler=compiler-options

On OS-X, the default compiler will be clang. This will cause some
problems if you use any regularized inversions. Therefore, on OS-X, if you
linked Numpy and Scipy to Atlas, as mentioned previously, you want to
compile gsvd using:

>> CC=gcc-mp-4.5 python setup.py build_ext

--fcompiler=gnu95
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The compiler options can also be included in the setup.cfg file before exe-
cuting setup.py .

If your LAPACK/BLAS libraries were not built with gfortran, readup
on the ”–fcompiler” option for numpy distutils.

Alternate installation
Alternately, identify the directories in which the LAPACK, BLAS and AT-
LAS libraries are located. Compile using f2py in the gsvd directory.

>> f2py gensvd.pyf dggsvd.f -LPATH_TO_LIBS -llapacklib

-lblaslib -latlaslib

On Ubuntu - 12.04:

>> f2py gensvd.pyf dggsvd.f -llapack -lblas -latlas

Test the compiled module using the provided test.py. Ensure that you are
using the f2py corresponding to the numpy version you want to use.

2.3.2 Non-standard installations

If you happened to install any of the above pre-requisite libraries yourself
and if they are not located in the Standard library directories for your
OS, include the paths to the shared object files (libxxxxxxxxx.so) to the
environment variable LD LIBRARY PATH. This set of tools has not
been tested, or even installed, on Windows operated machines.
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Using GIAnT

GIAnT is distributed with implementations of SBAS [Berardino et al., 2002,
Doin et al., 2011] and MInTS [Hetland et al., 2011] techniques. The pre-
packaged implementations are meant to work with outputs from ROI PAC
[Rosen et al., 2004b], ISCE [Rosen et al., 2011], DORIS [Kampes et al., 2003]
or GMTSAR [Sandwell et al.]. In our description of the various processing
steps, we used the term “stack” to denote a three-dimensional cube of data,
the dimensions typically corresponding to range direction, azimuth direction
and either number of interferograms or SAR acquisitions. Our usage of the
term “stack” should not be interpreted as some form of velocity estimate.
Figure 3.1 describes the work flow in the current implementation of various
time-series InSAR algorithms implemented in GIAnT. However, the main
strength of GIAnT lies in its modular implementation of the algorithms
which allows users to implement their own version of the different time-
series techniques and to extend GIAnT. As shown in Figure 3.1, there are
multiple stages in the analysis:

1. Stack preparation
Unwrapped interferograms are read from various locations on disk and
are consolidated into a data cube. The data cube is stored along with
other auxiliary information in a hierarchical data format (HDF5) file.
Chapter 4 describes this step in detail.

2. Stack preprocessing
Preprocessing of the stack including orbit deramping and topo-correlated
atmospheric phase correction. The outputs are stored in a HDF5 file.
Chapter 5 describes each of the preprocessing steps in detail.

25
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3. Time-series estimation
The time-series is estimated from the processed stack using a tech-
nique of choice. Currently, you can choose between various SBAS
techniques (Chapter 6) and MInTS (chapter 7).

PrepIgramStack.py

ProcessStack.py

SBASInvert.py
(or)

NSBASInvert.py
(or)

TimefnInvert.py

DatatoWavelet.py

MetadataCommon 
MaskCoherenceUnwrapped 

IFGs

Weather 
models

GPS data

InvertWaveletCoeffs.py
(or)

InvertWaveletCoeffs_fol
ds.py

WavelettoData.py

SBAS chain

MInTS chain

Visualization

GIAnT workflow

Figure 3.1: GIAnT workflow for using InSAR time-series analysis. The
main strength of GIAnT is the modular implementation of these various
stages. The modules can themselves be used to extend GIAnT and imple-
ment other time-series techniques.

Before processing any data, we strongly advise the users to familiarize
themselves with various features of GIAnT, that will help them use the
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toolbox more effectively.

3.1 Python

For users who are familiar with MATLAB or IDL, the transition to Python
should be fairly easy. Two resources that we recommend for users who are
new to Python are

• The tentative Numpy turorial- http://scipy.org/Tentative_NumPy_
Tutorial

• Numpy for MATLAB users http://mathesaurus.sourceforge.net/
matlab-numpy.html

3.2 Working with HDF5

The Hierarchical data format (HDF) allows us to save large amounts of
data in an organized and easy to access manner. GIAnT uses HDF5 files
in the same way that users use .mat files in MATLAB or .sav files in IDL.
In GIAnT, all HDF5 files and the datasets they contain are stored with a
“help” attribute. We recommend that the users become familiar with the
h5py [Collette, 2008] module interface in Python for reading and displaying
data sets using matplotlib. A good introductory tutorial can be found at
http://h5py.alfven.org/docs-2.0/intro/quick.html.

To determine the overview of the contents of a HDF5 file, use

####Overview description of file

$ h5dump -a help Filename.h5

To determine the contents of the HDF5 and their description

#####List contents

$ h5ls Filename.h5

#####List contents with description

$ h5ls -v Filename.h5 | grep Data

To dump an array from HDF5 to a binary file, use h5dump. This command
can also be used to crop the array before writing it to a file. HDFview is
another tool that we strongly recommend for browsing through the contents
of a HDF file.

http://scipy.org/Tentative_NumPy_Tutorial
http://scipy.org/Tentative_NumPy_Tutorial
http://mathesaurus.sourceforge.net/matlab-numpy.html
http://mathesaurus.sourceforge.net/matlab-numpy.html
http://h5py.alfven.org/docs-2.0/intro/quick.html
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3.3 Matplotlib

GIAnT uses matplotlib [Hunter, 2007] for plotting. Some familiarity with
matplotlib will allow users to write their own visualization codes for debug-
ging and understanding the processing chain. Two useful tutorials can be
found at

• http://matplotlib.sourceforge.net/users/pyplot_tutorial.html

• http://matplotlib.github.com/users/image_tutorial.html

3.4 GIAnT conventions

Various processing stages in GIAnT conform to few simple rules.

Units The unwrapped interferograms are converted to millimeters (mm)
before any preprocessing. The atmospheric phase screen from PyAPS
and GPS data are also converted to millimeters.

Master-slave Typically, users prefer to use the most recent amongst the
pair of SAR acquisitions as the master scene when generating inter-
ferograms. GIAnT has been designed to be flexible and automatically
figures out the correct connectivity matrix even if the order of master
and slave acquisitions do not adhere to a consistent convention. We
would still recommend the users to the latest SAR acquisition as the
master scene in every pair consistently.

Ground-to-satellite The line-of-sight direction corresponds to the vector
from ground position to the satellite. All the estimated time-series
products are always estimated with respect to the ground, i.e, in the
case of purely vertical deformation positive values represent uplift and
negative values represent subsidence.

Angles The incidence angle provided by the user as a file or as a constant
input is always measured with respect to the ground. This information
is used for projecting estimated atmospheric path delays and GPS
data along the line-of-sight.

Help attributes All the metadata values in input XML files must include
a <help> field. All datasets in HDF5 files must be stored with a help
attribute. This requirement is designed to aid users in understanding
the relevance of input, output and intermediate products.

http://matplotlib.sourceforge.net/users/pyplot_tutorial.html
http://matplotlib.github.com/users/image_tutorial.html
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Preparing data for processing

During this first step of the processing, all the necessary metadata and the
unwrapped interferograms are sorted and organized into an HDF5 file and
a few additional binary files, specially formatted for GIAnT. Inputs are
data from outputs of ROI PAC, DORIS, GMTSAR or ISCE. As we would
like to provide the most generic toolbox, we tried to implement readers for
the most common datasets, but slight changes might be needed to adapt
GIAnT to your case. In this section we describe how to use two scripts
located in GIANT/SCR:

• prepxml SBAS.py and prepxml MInTS.py create the XML files
needed to specify processing options to GIAnT.

• PrepIgramStack.py reads the input data and creates files for GI-
AnT.

4.1 Inputs

To run these steps, the user needs to gather the following files:

• The unwrapped interferograms in radar coordinates (range, azimuth)
and in radians produced by ROI PAC, DORIS, GMTSAR or ISCE.
If the users have geolocated unwrapped interferograms that they wish
to analyze, they should take a look at Section 4.1.1 before proceeding.

• The corresponding coherence files.

• A list of the Interferograms, with the perpendicular baseline and the
sensor code name.

29
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• A Radar simulation file containing the pixels elevation, i.e, the DEM
in radar coordinates. If you are using a processor other than ROI PAC,
you will have to generate a ROI PAC style rsc file including the ap-
proximate latitude and longitude values for the four corners (see Ap-
pendix A). This information is needed for subsetting weather model
data.

• An example.rsc file(ROI PAC) (or) interferogram.out and master.res
files (DORIS) (or) flat.xml and isce.log files (ISCE) or image.PRM
and unwrap.grd files (GMTSAR).

• Optional: Two files containing each pixels latitude and longitude (bi-
nary files, same size as the interferograms, real single precision). These
files can be GRD files in the case of GMTSAR.

• Optional: A mask file (binary file, same size as the interferogram, real
single precision, 0 for False, 1 for True). This file can be a GRD file
in case of GMTSAR.

Inputs

MetadataCommon 
MaskCoherenceUnwrapped 

IFGs

userfn.py data.xml

Mask + Crop

List of IFGs + 
Bperp

Filenames Parameters

Multilook

Common reference

Output: HDF5 file Output: Lat, Lon, DEM

Metadata includes DEM, 
Lat, Lon files in radar 

coordinates

Flowchart for PrepIgramStack

Figure 4.1: Work flow for preparing an interferogram stack.
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We use the following setup for processing time-series with GIAnT. It is
relatively simple to modify the stack 1 preparation script to use a different
setup if desired. We pass the list of interferograms as an ASCII with four
columns: the two first columns are the interferograms dates of acquisition
coded over 6 or 8 digits (yymmdd or yyyymmdd), the third one is the per-
pendicular baseline while the last one is the sensor code name. Please make
sure that the perpendicular baselines specified in here are consistent within
the interferometric network, otherwise, the implemented Digital Elevation
Model error estimation will produce incorrect results. A little example:

030104 031011 -384.6568006539 ENV

030104 031220 -412.2747552730 ENV

030104 041204 -346.6693732534 ENV

19920917 19920604 -158.938138675459 ERS

19921126 19920604 -194.461966044758 ERS

19921126 19920917 -35.4173555703392 ERS

....

You can optionally not provide the sensor name if you are using data from
a single satellite. If you choose to mix data from multiple sensors, please
ensure that the corresponding wavelength fields are populated in the rdict
dictionary in PrepIgramStack.py. If all data is from a single sensor, the
wavelength is automatically read in from the example rsc file. You will also
need to provide a mapping from the dates to a filename on disk as a python
function (Section 4.5).

We would also like to point out that most users will probably end up
customizing the PrepIgramStack.py script according to their own needs.
Some users may prefer to read in the filenames and the associated wave-
lengths directly from an ASCII file. Implementing such changes should be
trivial and we leave it up to the users to implement their favorite strategy.

4.1.1 Using geocoded stacks 1

If the users have processed their interferograms individually and plan to
combine them in geocoded domain, they should make the following changes
to make GIAnT treat the data as if it was radar coded (range, azimuth).

1. Create latitude and longitude files of the same size as your geocoded
unwrapped interferograms.

1Three-dimensional dataset and not a velocity estimate
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2. Crop your DEM to the same size as your geocoded unwrapped inter-
ferograms.

3. Make sure that undefined data is set to NaN in PrepIgramStack.py
where the interferograms are read into a HDF5 file.

4. You will also need to include entries for the four corners of the DEM
in a ROI PAC style RSC file. See Appendix ??.

4.2 Outputs

A HDF5 file containing the following datasets is computed:

• Jmat: Matrix linking the interferograms to the acquisition dates, made
of 0, 1 and -1.

• bperp: Vector of the perpendicular baseline values.

• cmask: Mask map of the pixels.

• dates: Dates of acquisition.

• tims: Time of acquisition in the specific ordinal reference.

• usat: Satellite sensor code name.

• igram: 3D matrix of size n × l × w, where n is the number of inter-
ferograms, l and w are the interferograms length (number of pixels
along azimuth) and width (number of pixels along range).

Additionally, the binary files containing each pixels latitude, longitude and
elevation are also output if the corresponding inputs are provided. Finally,
PNG format previews of the interferograms are created.

4.3 Directory structure

The first step is to create a working directory. The sub-directories are
automatically created as needed by the different scripts. The default file
and directory names can be modified by the different scripts if needed. The
typical structure of the working directory is:
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|-Working directory (Xml + scripts + metadata)

|

|---Figs

| |

| |----- Igrams (Raw interferograms)

| |

| |----- Atmos (Atmospheric corrections)

| |

| |----- Ramp (Deramped)

|

|---Stack (All the h5 files)

|

|---Atmos (All the weather model data)

|

|---RESP (Wavelet Impulse Response, Only if you use MInTS)

4.4 Preparing XML files

The inputs to the SBAS and MInTS scripts are controlled using XML files.
We currently use three XML files - one for data parameters (data.xml), one
for the processing parameters of SBAS style chains (sbas.xml) and one for
processing parameters of MInTS (mints.xml). An example of these files
can be found in the GIAnT/example directory and in the Appendices.

These XML files are prepared using the prepxml SBAS.py or the
prepxml MInTS.py scripts. These scripts can be modified to add addi-
tional processing parameters as desired. The parameter values in the XML
files should be modified as per requirement and the processing strategy.
In the following, we describe the possible options included. Currently, the
scripts are designed to work with data in radar (range, azimuth) coordi-
nates. The XML files produced by the prepxml XXXX.py scripts can
also be modified in a text editor.
To run these scripts, type:

>> python prepxml_SBAS.py

or

>> python prepxml_MInTS.py

Note that the structure of the XML files changes as we add more options
to the processing chain and need more control parameters. The help fields
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in the XML files have been added to describe each of the options for the
benefit of users.

4.4.1 Writing the data.xml file

Both prepxml XXXX.py scripts start by writing the XML file corre-
sponding to your dataset (data format, additional looks, crop region etc). In
the scripts, these parameters are parsed through the routine prepare_data_xml.
You should modify the arguments of this routine according to your needs.
For the data to be read in successfully, a meaningful reference region has to
be provided. If a reference region is not provided, average bias is corrected
from each interferogram.

The syntax is:

prepare_data_xml(self, fname, proc=’RPAC’,looks=1,

cohth=0.0, mask=’’,xlim=None, ylim=None,

rxlim=None, rylim=None, latfile=’’,

lonfile=’’, hgtfile=’’, inc=23.0, h5dir=’Stack’,

atmosdir=’Atmos’, figsdir=’Figs’, respdir=’RESP’,

unwfmt=’RMG’, demfmt=’RMG’, corfmt=’RMG’,

chgendian=False, endianlist=[’UNW’,’COR’,’HGT’]),

masktype=’f4’)

The only non-optional argument is:

• fname - The name of the example rsc file from ROI PAC. This
file contains parameters like the width of the image, its length, the
sensors wavelength.... An example can be found in the directory
GIAnT/example.

. The optional arguments are:

Param Type Help Default
proc STR Processor used for generating the interfer-

ograms. Can be RPAC, DORIS, ISCE or
GMT.

RPAC

looks INT Number of additional looks. No looks is
default.

1

cohth FLOAT Coherence threshold for SBAS pixel selec-
tion. This parameter allows to throw out
pixel with a coherence value lower than co-
hth. No pixels are rejected by default.

0.0
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mask STR File for common mask for pixels. This
mask has to be the same size as your in-
terferograms, and consist on a binary grid
of 1 and 0 or NaN.

None

file length INT Number of azimuth lines in the unwrapped
files

From
rsc file

width INT Number of range pixels in the unwrapped
files

From
rsc file

xmin INT First pixel of cropping limit in Range di-
rection

None

xmax INT Last pixel of cropping limit in Range di-
rection

None

ymin INT First line of cropping limit in Azimuth di-
rection

None

ymax INT Last line of cropping limit in Azimuth di-
rection

None

rxmin INT First pixel of reference region in Range af-
ter cropping

None

rxmax INT Last pixel of reference region in Range af-
ter cropping

None

rymin INT First line of referene region in Azimuth af-
ter cropping

None

rymax INT Last line of reference region in Azimuth af-
ter cropping

None

latfile STR Latitude file. The latitude file is a binary
file, that has the same size as your interfer-
ograms, that specifies the latitude of each
pixel. It is encoded has real, single preci-
sion. If this file is not provided, then, GI-
AnT uses a crude and simple linear trans-
formation to calculate the geographic coor-
dinates of the pixels. This is needed only
by the PyAPS module. If you specify a
latfile, you need to specify a lonfile.

None
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lonfile STR Longitude file. The longitude file is a bi-
nary file, that has the same size as your
interferograms, that specifies the latitude
of each pixel. It is encoded has real, sin-
gle precision. If this file is not provided,
then, GIAnT uses a crude and simple lin-
ear transformation to calculate the geo-
graphic coordinates of the pixels. This is
needed only by the PyAPS module. If you
specify a lonfile, you need to specify a lat-
file.

None

hgtfile STR Altitude file. The hgt file is a RMG file
(ROI PAC style) or a binary file, that has
the same size as your interferograms. It
specifies the altitude, in meters, of each
pixels.

None

inc FLOAT
(or)
STR

Incidence angle. Can be a constant or a file
of the same dimensions as lat/lon. Used
only by PyAPS.

23.0o.

h5dir STR Directory where all the HDF5 files will be
stored.

./Stack

atmosdir STR Directory where all the atmospheric data
will be stored.

./Atmos

figsdir STR Directory where all the figures will be
stored.

./Figs

respdir STR Directory where the Impulse response
for wavelet transform are stored (MInTS
case).

./RESP

unwfmt RMG/FLT Specifies the format of the interferogram
files. RMG is the standerd ROI PAC output
for unwrapped interferograms (real, single
precision, amplitude and phase). FLT is a
simple binary file (real, single precision).

RMG

demfmt RMG/FLT Specifies the format of the Digital Eleva-
tion Model file.

RMG

corfmt RMG/FLT Specifies the format of the correlation files. RMG

chgendian BOOL Swaps bytes if true for the file types spec-
ified in the endianlist

False

endianlist List of
STR

Specifies the file type concerned by byte
swapping if chgendian is True.

’UNW’,
’COR’,
’HGT’
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masktype STR Type of data in the provided mask file (op-
tional) Can be any dtype used in Numpy.

’f4’

4.4.2 Writing the sbas.xml file

If you intend to use any of the three SBAS style methods provided here, you
will need to create a sbas.xml file by modifying the script prepxml SBAS.py
according to your needs. The informations about your processing strategy
are parsed through the routine prepare_sbas_xml. The syntax is:

prepare_sbas_xml(self, netramp=False, atmos=’’, demerr=False,

nvalid=0, regu=False, masterdate=’’, filt=1.0, gpsramp=True,

stnlist=’’, stntype=’’, gpspath=’’, gpstype=’’, gpsvert=False,

gpspreproc=False, gpsmodel=False, unwcheck=False,

gpspad=3, gpsmin=5, tropomin=1, tropomax=None, tropolooks=8)

The optional arguments are:

Param Type Help Default
netramp BOOL Network deramping: True/False. Interfer-

ograms are flattened by estimating and re-
moving a best fit ramp. The best fit ramp
parameters are re-estimated in a network
sense. For more details, refer to section
5.4.1.

False

gpsramp BOOL GPS deramping: True/False. Interfero-
grams are flattened using displacement in-
formations from a GPS network.

False

atmos STR Atmospheric corrections: ECMWF/ER-
A/NARR/MERA/TROPO. The stratified
component of the tropospheric is mapped
from Global Atmospheric Models or esti-
mated from the phase/elevation relation-
ship (TROPO) and removed to the inter-
ferograms. For more details, refer to sec-
tion 5.3.

None

demerr BOOL DEM Error estimation: True/False. Esti-
mation of the Digital Elevation Model er-
ror during the Time Series analysis.

False
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nvalid INT Minimum number of interferograms where
a pixel is coherent. The pixel will be in-
cluded in the Time Series analysis only if
its coherence is higher than cohth in more
than valid interferograms.

0

regu BOOL Regularization of time functions: True/-
False. Activate the automatic determina-
tion of the regularization parameter in the
Time Function inversion. For more details,
refer to chapter 6.5.1.

False

masterdate STR Time to be used as reference (yyyymmdd).
Default is the first date of the time series
if not specified.

None.

stnlist STR Path to the GPS station list. None
stntype BOOL

(or)
STR

Code name for the type of station list. Can
be True/ False/ velocity.

None

gpspath STR Directory where GPS data are stored. None
gpstype STR Type of GPS file that can be used (sopac

or velocity).
None

gpsvert BOOL Use the verticals of GPS data. False
gpspreproc BOOL Preprocess GPS time series with splines. False
gpsmodel BOOL Use the modeled GPS time series as input. False
gpspad INT Half-width of the window around a GPS

station.
3

gpsmin INT Minimum number of GPS stations per
scene to proceed to the GPS de-ramping
process. The process stops if less than
gpsmin stations are found for one scene.

5

tropomin INT Minimum scale for empirical estimation of
topography correlated atmosphere.

1

tropomax INT Minimum scale for empirical estimation of
topography correlated atmosphere. If not
defined, determined from dimensions.

None

tropolooks INT Number of looks to be applied to interfero-
gram before empirical estimation of topog-
raphy correlated atmosphere.

8
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4.4.3 Writing the mints.xml file

If you intend to use the MInTS method, you will need to create a mints.xml
file by modifying the script prepxml MInTS.py according to your needs.
The informations about your processing strategy are parsed through the
routine prepare_mints_xml.py. The syntax is:

prepare_mints_xml(self, netramp=False, atmos=’’, demerr=False,

minscale=2, regu=True, masterdate=’’, minpad=0.1, shape=True,

smooth=3, skip=2, wvlt=’meyer’, gpsramp=True, stnlist=’’,

stntype=’’, gpspath=’’, gpstype=’’, gpsvert=False, gpspreproc=False,

gpsmodel=False, uwcheck=False, kfolds=1, lamrange=[-5,5,50],

tropomin=1, tropomax=None, tropolooks=8)

The optional arguments are:

Param Type Help Default
netramp BOOL Network deramping: True/False. Interfer-

ograms are flattened by estimating and re-
moving a best fit ramp. The best fit ramp
parameters are re-estimated in a network
sense. For more details, refer to section
5.4.1.

False

gpsramp BOOL GPS deramping: True/False. Interfero-
grams are flattened using displacement in-
formations from a GPS network.

False

atmos STR Atmospheric corrections: ECMWF/ER-
A/NARR/MERA. The stratified compo-
nent of the tropospheric is mapped from
Global Atmospheric Models and removed
to the interferograms. For more details,
refer to chapter 5.3.

None

demerr BOOL DEM Error estimation: True/False. Esti-
mation of the Digital Elevation Model er-
ror during the Time Series analysis.

False

minscale INT Number of smallest scales (or) highest fre-
quency components to be ignored during
reconstruction.

1

maxscale INT Number of largest scales (or) smallest fre-
quency components to be ignored during
reconstruction.

0
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regu BOOL Regularization of time functions: True/-
False. Activate the automatic determina-
tion of the regularization parameter in the
Time Function inversion. For more details,
refer to chapter 6.5.1.

False

masterdate STR Time to be used as reference (yyyymmdd).
Default is the first date of the time series.

None

minpad FLOAT Minimum amount of mirroring to be ap-
plied to images before converting to Dyadic
length for wavelet transforms. Expressed
as fraction of the width of the image.

0.1

shape BOOL Shape smoothing to be applied to the regu-
larization matrix. See Hetland et al. [2011]
for details.

False

smooth INT Spatial smoothing of the regularization pa-
rameter in k-fold cross validation.

3

skip INT Number of pixels to skip during estima-
tion of the penalty parameters in k-fold
cross validation. This reduces the execu-
tion time.

2

wvlt STR Name of the wavelet used for MInTS. Can
be meyer or any valid string from pywt.

meyer

stnlist STR Path to the GPS station list. None
stntype BOOL

(or)
STR

Code name for the type of station list. Can
be True/ False/ velocity.

None

gpspath STR Directory where GPS data are stored. None
gpstype STR Type of GPS file that can be used (sopac

or velocity).
None

gpsvert BOOL Use the verticals of GPS data. False
gpspreproc BOOL Preprocess GPS time series with splines. False
gpsmodel BOOL Use the modeled GPS time series as input. False
gpspad INT Half-width of the window around a GPS

station.
3

gpsmin INT Minimum number of GPS stations per
scene to proceed to the GPS de-ramping
process. The process stops if less than
gpsmin stations are found for one scene.

5

kfolds INT Number of folds for k-fold cross validation
in the MInTS inversions.

8
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lamrange LIST Range of penalty parameter values to
search across in logspace. First and second
elements represent the min and max values
in log space and the last values represents
the number of steps.

[-5, 5,
50]

tropomin INT Minimum scale for empirical estimation of
topography correlated atmosphere.

1

tropomax INT Minimum scale for empirical estimation of
topography correlated atmosphere. If not
defined, determined from dimensions.

None

tropolooks INT Number of looks to be applied to interfero-
gram before empirical estimation of topog-
raphy correlated atmosphere.

8

4.4.4 Writing more XML files

Another routine called prepare_gen_xml exists and can be easily modified
to produce any XML file. Any other time series analysis method, rad-
ically different from the SBAS methods or the MInTS method provided
here should include its own XML files and its own XML writer. Users are
strongly encouraged to implement their own techniques and the associated
XML file structure.

4.5 Preparing the Interferogram Stack

PrepIgramStack.py script is used to prepare the stack2 of raw interfero-
grams. We strongly encourage the user to copy this script in the working
directory and to modify it according to the demands of the dataset. This
script first reads the parameters in the data.xml file and the interferogram
list in the ifg.list file. Then the script uses a user-defined function to map
the interferogram dates to a physical file on disk. The function must be
defined in a standalone python file called userfn.py (default). The users
can start with the template provided in the example directory.

PrepIgram.py uses the user-defined function to read the unwrapped
interferograms and the coherence files, crops them to the desired region,
excludes the pixels with a coherence lower than cohth, removes the mean
from the reference region and stores them in the output HDF5 file. It

2Three dimensional data set and not velocity estimates
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finally formats the latitude, longitude, elevation and incidence (optional)
files if provided.

You can run PrepIgramStack.py as follows:

>> python PrepIgramStack.py -h -i INAME -o ONAME -x DXML

-f FIGS -u USERPY

Like all the scripts included in GIAnT, using the -h flag as input provides
a detailed description and input options for the script. The input options
for PrepIgramStack.py are:

• -h: Ask for help.

• -i INAME: INAME Input file name containing interferograms acqui-
sition dates, perpendicular baseline and sensor code name. Default is
ifg.list.

• -o ONAME: ONAME Output HDF5 file name. Default is RAW-STACK.h5.

• -x DXML: DXML data.xml filename. Default is data.xml.

• -f FIGS: FIGS Directory in the general figure directory where inter-
ferograms previews are stored. Default is Igrams.

• -u USERPY: USERPY Python script with the user defined function
makefnames.

PrepIgramStack.py currently supports RMG or plain binary files
which are either in short, integer, float32 or float64 format. Any other
format would require some additional changes in the PrepIgramStack.py
script. The input formats for the files are read in from the data.xml file.
If users develop readers for data in other formats, we strongly encourage
them to share these with the community.

4.6 Checklist

Here is a summary of the actions and commands to prepare your dataset:

1. Create a working directory.

2. Gather the necessary files: interferograms, coherence files, radar simu-
lation (DEM in radar coordinates) file, example.rsc/interferogram.out
files, interferogram list, latitude and longitude files (optional), mask
file (optional), incidence angle file (optional).
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3. Copy to the working directory and modify the prepxml SBAS.py
or prepxml MInTS.py files.

4. Run: python prepxml_SBAS.py or python prepxml_MInTS.py.

5. Copy PrepIgramStack.py to the working directory and modify it
if needed.

6. Copy userfname.py to the working directory and modify it.

7. Run: python PrepIgramStack.py [Options]

8. Check that you have a new HDF5 file and have a look at the PNG
previews just created.

9. If you provided lat, lon and incidence angle files as inputs make sure
that equivalent binary files are created in the h5dir directory.





Chapter 5

Removing orbital ramps and
stratified tropospheric artifacts

Once the data are has been read into a HDF5 file, the user may proceed
to the stack pre-processing by applying atmospheric corrections and the
estimation of residual orbit errors. These corrections are performed by the
ProcessStack.py script. No major change is required in this script, unless
the users wants to implement their own correction strategy. Again, we ask
users to share their extensions of this script with the community.

ProcessStack.py uses the parameters provided in the data.xml and
sbas.xml (default) or mints.xml files. It processes the data stored into
the previously created HDF5 file (default: Stack/RAW-STACK.h5) and
the latitude, longitude, elevation and incidence (optional) files. To execute,
type:

>> python ProcessStack.py -h -i INAME -o ONAME -x DXML -p PXM

The command line options are:

• -h: Ask for help.

• -i INAME: INAME Input HDF5 file. Default is RAW-STACK.h5.

• -o ONAME: ONAME Output HDF5 file. Default is PROC-STACK.h5.

• -x DXML: DXML Data XML file. Default is data.xml.

• -p PXML: PXML SBAS/MInTS XML file. Default is sbas.xml.

45
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5.1 Inputs

To run this script, the user needs to make sure the following files are avail-
able:

• The output HDF5 file from the PrepIgramStack.py script.

• The sbas.xml or the mints.xml files.

• The latitude, longitude, elevation and incidence (optional) files pro-
duced by the PrepIgramStack.py script.

• The password section of model.cfg in the pyaps directory to be filled
out, if it is desired to used weather models for correcting stratified
tropospheric delay.

• The GPS data files, as described below.

5.2 Outputs

The output is, by default, stored in the HDF5 file Stack/PROC-STACK.h5.
The file name may be modified using the command line -o flag. This file
contains the following datasets:

• Jmat: Matrix linking the interferograms to the acquisition dates, made
of 0, 1 and -1.

• bperp: Vector of the perpendicular baseline values.

• cmask: Mask map of the pixels.

• dates: Dates of acquisition.

• tims: Time of acquisition in the specific ordinal reference.

• figram/igram: 3D matrix containing the corrected interferograms.
Its size is n× l×w, where n is the number of interferograms, l and w
are the interferograms length (number of pixels along azimuth) and
width (number of pixels along range).

• ramp: Array of ramp parameters. Its size is n × p where n is the
number of interferograms and p the number of ramp parameters per
interferogram.
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Figure 5.1: Work flow for processing an interferogram stack.

• igram_aps: Synthetic delay maps of each interferograms from the
selected Global Atmospheric Model (Optional).

• sar_aps: Synthetic delay maps of each SAR acquisitions from the
selected Global Atmospheric Model (Optional).
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5.3 Atmospheric corrections

We use the PyAPS [Jolivet et al., 2011, Jolivet and Agram, 2012] module
for implementing weather model based interferometric phase delay correc-
tions. The python module is well documented, maintained and can be freely
downloaded 1. To use it in GIAnT, there is no need to download it as it
is part of the package. PyAPS currently includes support for ECMWF’s
ERA-Interim, NOAA’s NARR and NASA’s MERRA weather models. The
outputs from our processing modules include phase screen simulations for
individual SAR scenes as well as phase corrections for each interferogram.
PNG previews of the atmospheric corrections are saved (by default in the
directory Figs/Atmos).

5.3.1 Theory and methodology

Following Doin et al. [2009] and Jolivet et al. [2011], we produce tropo-
spheric delay maps from atmospheric data provided by Global Atmospheric
Models. This method aims to correct differential atmospheric delay corre-
lated with the topography in interferometric phase measurements. Global
Atmospheric Models (hereafter GAMs), such as ERA-Interim (European
Center for Medium-Range Weather Forecast), MERRA (Modern-Era Ret-
rospective Analysis, Goddard Space Flight Center, NASA) or regional mod-
els such as NARR (North American Regional Reanalysis, National Oceano-
graphic and Atmospheric Administration) provide estimates of the air tem-
perature, the atmospheric pressure and the humidity as a function of el-
evation on a coarse resolution latitude/longitude grid. In PyAPS, we use
this 3D distribution of atmospheric variables to determine the atmospheric
phase delay on each pixel of each interferogram.

For a given GAM dataset, we select grid points overlapping with the
spatial coverage of the SAR scene. Atmospheric variables are provided at
precise pressure levels. We vertically interpolate these values to a regular
grid between the surface and a reference altitude, zref , above which the
delay is assumed to be nearly unchanged with time (∼ 30000 m). We then
compute the delay function on each of the selected grid points of the GAM
as a function of height. The LOS single path delay δLs

LOS(z) at an elevation

1http://pyaps.googlecode.com

http://pyaps.googlecode.com
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z is given by [Doin et al., 2009, Jolivet et al., 2011]:

δLs
LOS(z) =

10−6

cos(θ){
k1Rd

gm
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∫ zref

z

((
k2 −
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) e
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e

T 2

)
dz

}
,

(5.1)

where θ is the local incidence angle, Rd = 287.05 J.kg−1.K−1 and Rv =
461.495 J.kg−1.K−1 are respectively the dry air and water vapor specific
gas constants, gm is a weighted average of the gravity acceleration between
z and zref , P is the dry air partial pressure in Pa, e is the water vapor
partial pressure in Pa, and T is the temperature in K. The constants are
k1 = 0.776 K.Pa−1, k2 = 0.716 K.Pa−1 and k3 = 3.75 · 103 K2.Pa−1.

We compute the absolute atmospheric delay at each SAR acquisition
date. For a pixel ai at an elevation z at acquisition date i, we select the 4
surrounding grid points, 1, 2, 3 and 4. At each of these four grid points,
we compute the delays at elevation z: di1(z), di2(z), di3(z) and di4(z). The
resulting delay at the pixel ai is the bilinear interpolation of di1(z), di2(z),
di3(z) and di4(z). As the latitude/longitude grid of the NARR is based on
a Lambert Conic sampling, we add a spatial linear resampling of the delay
functions to match with a regular grid.

Finally, we combine the absolute delay maps corresponding to the SAR
scenes to produce the differential delay maps used to correct the interfero-
grams. Details and validation of our approach are available in Doin et al.
[2009] and Jolivet et al. [2012].

5.3.2 Implementation and possible options

The script ProcessStack.py automatically downloads the atmospheric
data into the directory Atmos (by default) before estimation the corrections
to be applied to the interferograms. If the data has already been down-
loaded, it will not download it again. Each weather model has a different
file naming convention, thus allowing users to determine the applicabil-
ity and the effectiveness of different weather models on their interferogram
stack2. PyAPS does not interpolate the weather model data in time and
uses model information from the epoch closest to the SAR acquisition times.
PyAPS can use three different GAMS (including automatic download) and
the preferred model needs to be specified in the sbas/mints.xml file:

2Three dimensional dataset and not velocity estimates
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• ECMWF: ERA-Interim Re-Analysis products are downloaded from
the ECMWF repository in Europe3 . We use the variables Temper-
ature, Geopotential Height and Relative Humidity (default) at each
Pressure Levels. If you are working on a machine with a non-US IP ad-
dress, you should use this option. You need to register on the ECMWF
website and provide your password in the file GIAnT/pyaps/model.cfg
(a template is provided). To get your personalized access key from
ECMWF, by read and agree to this license http://data-portal.

ecmwf.int/data/d/license/interim_full/. Once you fill out the
form, you will be directed to a page with a link to Perl/Python scripts
on top. You will need to copy the registered email address and the
associated key from the example scripts into the ECMWF fields in
model.cfg. PyAPS only downloads the fields of interest - Humidity
and Temperature as a function of pressure level. Each file (global for
single time eopch) is about 28MB in size.

• ERA: ERA-Interim Re-Analysis products are available from the repos-
itory hosted by the University Corporation for Atmospheric Research
(UCAR), Boulder, CO, USA4. We use the variables Temperature,
Geopotential Height and Relative Humidity (default) at each Pres-
sure Levels. If you are located in the US, you can download the ERA-
Interim data faster from the UCAR archives. You need to register on
the ERA Interim page at the UCAR website and provide your pass-
word in the file GIAnT/pyaps/model.cfg (a template is provided).
You will need to register for access to the ERA Interim full resolution
data set here http://rda.ucar.edu/datasets/ds627.0/. Once you
have an active registered login, scroll down to the bottom of the same
webpage and click on data access. You will need to agree to the terms
and conditions before proceeding. You might have to wait for a email
confirming your access to the data set. This dataset can only be ac-
cessed from within the United States. Each file is about 89MB in size.
Our scripts do not attempt to subset this dataset.

• NARR: NARR Re-Analysis product is downloaded from the repos-
itory hosted by the National Oceanic and Atmospheric Administra-
tion (NOAA), USA. We use the variables Temperature, Geopoten-
tial Height and Relative Humidity (default) at each Pressure Levels.
NARR covers North America at a resolution of about 30 km and has
a temporal resolution of 3 hours. The original data is distributed on

3http://data-portal.ecmwf.int/
4http://rda.ucar.edu/

http://data-portal.ecmwf.int/data/d/license/interim_full/
http://data-portal.ecmwf.int/data/d/license/interim_full/
http://rda.ucar.edu/datasets/ds627.0/
http://data-portal.ecmwf.int/ 
http://rda.ucar.edu/
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a non-uniform grid. PyAPS computes delay functions on the original
grid and reinterpolates these functions onto a regular lat-lon grid be-
fore estimating corrections. No special login is needed to access this
dataset. Each file is about 56MB in size.

• MERRA: MERRA Re-Analysis product is downloaded from the
repository hosted by the NASA Goddard Space Flight Center, USA5.
We use the variables Temperature, Pressure level height and Relative
humidity. No special login is needed to access this dataset.

Users are strongly encouraged to report on the effectiveness of GAMs,
send us feedback on PyAPS or implement their own modules in PyAPS
to share it with the community. More details can be found in the PyAPS
manual available online. In future versions of GIAnT, we plan to provide
direct access to OSCAR’s atmospheric phase delay maps (Jet Propulsion
Laboratory, NASA), produced by merging GAMs and MODIS (Moderate
Resolution Imaging Spectroradiometer, NASA) measurements and third
party GPS-based tropospheric corrections.

5.3.3 Empirical corrections

If users prefer assuming a simple linear relationship with topography, the
stratified atmospheric phase contributions can be estimated from the data
itself. We optionally provide an implementation of a multi-scale approach
Lin et al. [2010b]. The atmos parameter in the XML file needs to be set to
TROPO.

5.4 Orbital errors estimation

Users are strongly encouraged to flatten the interferograms and correct for
orbital errors prior to any time series analysis. We provide two methods
for estimating orbital effects on interferograms, a network de-ramping and
a GPS-based estimation method. If atmospheric corrections are activated,
orbital errors will be estimated on corrected interferograms.

5.4.1 Network De-Ramping

This option is activated by setting the netramp parameter to True in the
sbas.xml or mints.xml files. The process has been described by multiple

5http://goldsmr3.sci.gsfc.nasa.gov

http://goldsmr3.sci.gsfc.nasa.gov
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studies, including Biggs et al. [2007], Cavalié et al. [2008], Lin et al. [2010a],
Jolivet et al. [2012].

First, orbital errors are estimated independently on each interferogram
using a least square scheme. By default, for the interferogram composed
of two SAR acquisitions with indices i and j, we minimize the l2 norm,
||dij(x, y) − Rij(x, y)||2, where dij(x, y) is the value of the pixel at range x
and azimuth y, and

Rij(x, y) = eij · xy + aij · x+ bij · y + cij, (5.2)

where aij, bij, cij and eij are referred to as orbital parameters for the inter-
ferogram ij. The orbital term equation can be modified by changing the
inputs of the estramp function in the ProcessStack.py script, so that,

if poly = 1, Rij(x, y) = ci,j, (5.3)

if poly = 3, Rij(x, y) = aij · x+ bij · y + cij, (default) (5.4)

if poly = 4, Rij(x, y) = eij · xy + aij · x+ bij · y + cij. (5.5)

Then, to ensure consistency in the interferometric network, we re-estimate
the orbital parameters in a network sense. We estimate the orbital param-
eters for each SAR acquisition i, by inverting the linear systems given by,

aij = ai − aj, (5.6)

bij = bi − bj, (5.7)

cij = ci − cj, (5.8)

dij = di − dj. (5.9)

Finally, we combine the re-estimated orbital parameters to produce or-
bital correction maps consistent with interferometric network and correct
each interferogram. Other ramp functions can be easily incorporated in the
GIAnT/tsinsar/stackutils.py file.

5.4.2 GPS De-Ramping

This option is activated by setting the gpsramp to True in the sbas.xml
or mints.xml files. GPS velocities can be provided using a single ASCII
file or in the SOPAC format. An example is available in the Appendices.

Theory

The GPS-based de-ramping technique starts by choosing the GPS sta-
tions overlapping with the SAR scene out of a station list provided by
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the user. The selected GPS stations latitude and longitude coordinates
are then projected into the Radar geometry (Range, Azimuth) using the
latitude and longitude files, if provided, or the SAR scene 4 corners (pro-
vided in the example.rsc/interferogram.out file). The GPS displacements
are projected onto the Line-Of-Sight direction using the incidence angle
and the heading and compared to the surrounding pixels (default is a 3
pixels wide window). We estimate the orbital parameters by minimizing
||dij(x, y) − Rij(x, y) − DGPS

ij (x, y)||2, where, DGPS
ij (x, y) is the GPS dis-

placement projected into the LOS at a range x and azimuth y, dij(x, y) is
the phase value averaged over a 3 pixels wide (default) window centered on
x and y. Only those GPS stations with colocated coherent InSAR observa-
tions are used to estimate the ramps. The orbital function is specified by
the option poly (default, poly= 3) in the function estramp_gps.

Two options are available. If the netramp option is set to True in the
Xml file, we estimate each SAR scene orbital parameter at once, ensuring
consistency of the orbital parameters in the network sense. Orbital errors
are given by,

if poly=1, Rij(x, y) = ci − cj, (5.10)

if poly=3, Rij(x, y) = (ai − aj) · x+ (bi − bj) · y + ci − cj, (default)
(5.11)

if poly=4, Rij(x, y) = (ei − ej) · xy + (ai − aj) · x+ (bi − bj) · y + ci − cj,
(5.12)

where, ai, bi, ci and ei are referred to as the orbital parameters for the scene
i. Orbital parameters are then combined to produce orbital error maps and
correct each interferogram.

If the netramp option is set to False, orbital errors are estimated in-
dependently on each interferogram. In such case, orbital errors are given
by:

if poly=3, Rij(x, y) = aij · x+ bij · y + cij, (5.13)

if poly=1, Rij(x, y) = cij, (5.14)

if poly=4, Rij(x, y) = eij · xy + aij · x+ bij · y + cij, (5.15)

where, aij, bij, cij and dij are referred to as the orbital parameters for the
interferogram ij. We strongly advise the user to set both gpsramp and
netramp options to True.

GPS displacements can be computed in three different ways:

• By using the actual raw GPS time series (not recommended).
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• Using a smoothed version using cubic splines by setting the gpspreproc
option to True in the sbas.xml or mints.xml file (recommended).

• By using modeled GPS time series. One can use modelled time series
(SOPAC) or only a GPS velocity field.

Using modelled GPS time series is very convenient because it allows to
use any functional form. It is also possible to use only the GPS velocities
as input to flatten the interferograms. If a crude deformation model is
available, it is possible to simulate a dense network of GPS stations and
flatten the interferograms.

Implementation

Using the actual GPS time series, smoothed or not, is the default behav-
ior, when the gpsderamp code name is set to True in the sbas.xml or
mints.xml files. The netramp option in the XML file ensures consistency of
the orbital parameters in the network sense. The option gpsvert will force
the software to use vertical GPS displacements. The option gpspreproc

will smooth the GPS time series before using them (recommended).
The user needs to specify the path to the GPS station list, using the

option stnlist in the XML file, and what type of list it is, using the option
stntype in the XML file. The station list type can be

• False: This specifies the default station list type, based on the SOPAC
format. The station list file is a 14 columns file, as the ones one can
download from SOPAC6. Only the columns 1, 5, 6 and 8 are used and
are station code names in 4 digits, latitude, longitude and starting
date of the time series, respectively.

• True: The station list is a 3 columns Ascii file specifying the station
code name (4 digits) and its latitude and longitude coordinates.

• velocity: The station list is a 6 columns Ascii file specifying the
station code name (4 digits), its latitude and longitude coordinates
and the North, East and Up velocities. An example can be found in
Appendices. In that case, no GPS station files will be used.

The GPS station files corresponding to the code names in the station
file list need to be in the directory specified by the option gpspath in the
XML file. In the SOPAC standard, each station file name has to be the 4

6http://garner.ucsd.edu/pub/timeseries/measures

http://garner.ucsd.edu/pub/timeseries/measures
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digits station code followed by CleanFlt.neu (ex: ctmsCleanFlt.neu for
the station ctms). Each file is an ASCII file starting by a header, describing
the modeled time series, followed by 9 columns, specifying the date (floating
point), the year (integer), the day of the year, North displacement, East
displacement, Up displacement, North uncertainty, East uncertainty and
Up Uncertainty. An example can be found in the Appendices and in the
example directory.

5.5 Checklist

1. Check the outputs from the previous step.

2. Gather GPS data in a directory and create a station list file.

3. Copy the ProcessStack.py script to your working directory.

4. Run: python ProcessStack.py [Options]

5. Weather model data will be automatically downloaded as needed.

6. Check the new HDF5 file and the newly created PNG previews.





Chapter 6

Time-series: SBAS

Small Baseline Subset-like Time Series analysis are among the most com-
mon strategies to describe the ground displacements from a pile of interfer-
ograms. The name Small Baseline Subset (hereafter SBAS) was primarily
chosen by Berardino et al. [2002], but now represents a wide range of meth-
ods [e.g, Usai, 2003, Schmidt and Bürgmann, 2003, Cavalié et al., 2007,
Lopez-Quiroz et al., 2009]. We have included three implementations of
such algorithms in GIAnT - SBAS, N-SBAS and TimeFun. We also pro-
vide a way to estimate uncertainties in the estimated time-series products
using a cross-validation based approach.

6.1 Inputs

The input files are outputs from ProcessStack.py or PrepIgramStack.py,
including:

• The HDF5 file from ProcessStack.py (default is Stack/PROC-STACK.h5)
or PrepIgramStack.py (default is Stack/RAW-STACK.h5).

• The XML file containing the informations about the dataset (typi-
cally, data.xml).

• The XML file containing the informations about the processing strate-
gies (typically, sbas.xml).

57
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6.2 Outputs

The output dataset is organized in a single HDF5 file (default is Stack/LS-PARAMS.h5
for the SBAS chain, Stack/NSBAS-PARAMS.h5 for the NSBAS chain and
Stack/TIME-FUN.h5 for the time function inversion).

6.3 The SBAS method

6.3.1 Inversion Strategy

The SBAS method is implemented in the scripts SBASInvert.py located
in the directory GIAnT/SCR. This script uses the informations enclosed in
the sbas.xml and data.xml files and the datasets in the HDF5 input file
from either PrepIgramStack.py or ProcessStack.py.

In the traditional SBAS approach, the set of interferometric phase ob-
servations writes as a linear combination of individual SAR scene phase
values for each pixel independently:

d = Gm ⇐⇒ Φij =

j−1∑
n=i

δϕn, (6.1)

where Φij is the pixel phase of the interferogram combining acquisition i
and j (i.e. in the data vector d) and δϕn is the pixel phase increment
between acquisition time n and n + 1 (.i.e in the model vector m). Here,
we select pixels where the dataset is complete (i.e. all interferograms and
all acquisition dates are available). This way, we form the linear operator
G once and invert it only once using a least squares scheme.
To run this script, type:

>> python SBASInvert.py -h -i FNAME -o ONAME -d DXML -p PXML

The command line options are:

• -h: Ask for help

• -i FNAME: FNAME input HDF5 file. Default is PROC-STACK.h5.

• -o ONAME: ONAME output HDF5 file. Default is LS-PARAMS.h5.

• -d DXML: DXML data XML file. Default is data.xml.

• -p PXML: PXML parameter XML file. Default is sbas.xml.
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6.3.2 Uncertainties estimation

The script SBASxval.py provides an uncertainty estimate for each pixel
and epoch. For each pixel, a Jacknife test is performed using subsets gen-
erated on the basis of SAR acquisitions. For all SAR acquisitions, we form
and invert for the linear system dn = Gnmn corresponding to the dataset
without the nth acquisition date. For a dataset with M interferograms,
combining N acquisitions, we invert for N linear systems. The standard
deviation of the mn vectors represents the uncertainty. Note that the mas-
ter SAR acquisition is included in all the subsets and is used as the temporal
reference.
To run this script, type:

>> python SBASxval.py -h -i FNAME -o ONAME -d DXML -p PXML

The command line options are:

• -h: Ask for help

• -i FNAME: FNAME input HDF5 file. Default is PROC-STACK.h5.

• -o ONAME: ONAME output HDF5 file. Default is LS-PARAMS.h5.

• -d DXML: DXML data XML file. Default is data.xml.

• -p PXML: PXML parameter XML file. Default is sbas.xml.

6.3.3 Outputs

Outputs are stored in a HDF5 file. Default is Stack/LS-PARAMS.h5 for
SBASInvert.py and Stack/LS-xval.py for SBASxval.py. The vari-
ables are:

• cmask: Mask map of the pixels.

• dates: Dates of acquisitions.

• mName: Name of each model parameter function.

• masterind: Index of the master acquisition date.

• parms: Output parameter vectors of each pixels inversion.

• rawts: Raw time-series for each pixel.

• recons: Filtered Time Series for each pixel.
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• regF: Regularization indicator for model parameters.

• tims: Time vector in years, with respect to the master date.

• error: Error estimation (only with SBASxval.py).

For visualization, please refer to section 8.

6.3.4 Checklist

1. Copy the SBASInvert.py script to your working directory.

2. Run: python SBASInvert.py [Options].

3. Wait a minute or two.

4. Copy the plotts.py script to your working directory.

5. Check the results by running: python plotts.py [Options]. See
section 8.

6. If you are happy, copy the SBASxval.py script to your working
directory.

7. Run: python SBASxval.py [Options]

6.4 The NSBAS method

The NSBAS method is implemented in the scripts NSBASInvert.py and
NSBASxval.py located in the GIAnT/SCR directory. These scripts use
the parameters in sbas.xml and data.xml files and the datasets in the
HDF5 input file from either PrepIgramStack.py or ProcessStack.py.
Extended descriptions of the inversion can be found in Lopez-Quiroz et al.
[2009], Doin et al. [2011] and Jolivet et al. [2012].

6.4.1 Inversion strategy

This script NSBASInvert.py estimates the LOS phase change of each
pixel independently using a linear system built with an ensemble Γ of inter-
ferograms and a set of a priori constraints combining N acquisition dates:

d = Gm ⇐⇒


∀(i, j) ∈ Γ Φij =

∑j−1
n=i δϕn

∀k ∈ [2, N ] 0 =
∑k−1

n=1 δϕn − f(∆tk) + eBk
perp

(6.2)
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where, Φij is the pixel phase value for the interferogram combining acquisi-
tion i and j (.i.e in the data vector d), δϕn is the phase increment between
acquisition n and n+ 1, ∆tk = tk − t0, e is a Digital Elevation Model error
estimation, Bk

perp is the perpendicular baseline between satellite paths at
acquisition 1 and k. f is a parametric representation of the temporal form
of the deformation. This function needs to be specified in the userfn.py

file, using the NSBASdict function. By default, it is assumed to be of the
form:

f(t) = at2 + vt+ c, (6.3)

where a is the pixel acceleration, v is the pixel velocity and c is a constant.
The resulting linear operator G can be written,

0 0

D
...

...

0 0

1 0 · · · 0 −f(∆t1) −B1
perp

1 1 0 −f(∆t2) −B2
perp

1 1 1 0 −f(∆t3) −B3
perp

...
...

...
...

1 1 1 · · · 1 0
1 1 1 1 · · · 1 −f(∆tN) −BN

perp



, (6.4)

where D is the design matrix relating acquisitions to interferograms through
equation 6.2.

The function f is used as a regularization function. Its contribution
in the linear operator G is weighted by a parameter γ, small enough so
that, if the SBAS network is complete (i.e. no link between acquisitions is
missing), the bottom part of G does not influence the inversion and is a fit
to the data. If the SBAS network is incomplete and disconnected subsets
arise, then the functional form links these subsets. By default, we set the
γ parameter to 1e-4. This value can be modified using the command line
option -gamma.

Practically, the NSBASInvert.py script reads the HDF5 file, creates
the full linear operator G. Then, pixel by pixel, it selects the lines and
columns of G corresponding to this particular pixel’s interferometric net-
work and invert the system using this new operator. Each model parameters
are stored in the output HDF5 file, together with the phase filtered and un-
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filtered evolution. This script is parallelized and multiple threads can be
used on a single machine.

To run this script, type:

>> python NSBASInvert.py -h -i FNAME -o ONAME -d DXML -p PXML

-nproc NPROC -gamma GAMMA

The command line options are:

• -h: Ask for help.

• -f FNAME: Name the of the input HDF5 file. Default is Stack/PROC-STACK.h5.

• -o ONAME: Name of the output HDF5 file. Default is Stack/NSBAS-PARAMS.h5.

• -d DXML: DXML is the data Xml file. Default is data.xml.

• -p PXML: PXML is the parameter Xml file. Default is sbas.xml.

• -nproc NPROC: Number of processes. Default is 1.

• -gamma GAMMA: Weighting parameter. Default is 1e-4.

6.4.2 Traditional stacking 1 as special case

The simplest method to analyze a pile of interferograms is to estimate the
Line-of-Sight velocities. Even though such an analysis does not take into
account temporal variations in deformation rates compared to robust time-
series methods, it is still a good way to quickly look at one’s dataset. The
traditional velocity estimation by stacking is just a special case of NSBAS
inverstion that uses a linear function in time to tie observations between
disconnected interferogram clusters. The velocity map is stored as one of
the estimated model parameters in the output HDF5 file.

6.4.3 Uncertainties estimation

The script NSBASxval.py has not been written for now, but should be
available soon.

1Velocity estimates
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6.4.4 Outputs

Outputs are stored in a HDF5 file. Default is Stack/NSBAS-PARAMS.h5 for
NSBASInvert.py. The variables are:

• cmask: Mask map of the pixels.

• dates: Dates of acquisitions.

• mName: Name of each model parameter function.

• gamma: Weighting parameter value.

• ifgcnt: Number of interferogram used for each pixel.

• masterind: Index of the master acquisition date.

• parms: Output parameter vectors of each pixels inversion.

• recons: Reconstructed filtered Time Series of each pixels.

• rawts: Reconstructed un-filtered Time Series.

• regF: Regularization indicator for model parameters.

• tims: Time vector in years, with respect to the master date.

For visualization, please refer to section 8

6.4.5 Checklist

1. Copy the NSBASInvert.py script to your working directory.

2. Modify the userfn.py function, if you want a constraint function
different from the default one.

3. Run: python NSBASInvert.py [Options].

4. Copy the plotts.py script to your working directory.

5. Check the results by running: python plotts.py [Options]. See
section 8.
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6.5 The TimeFun method

The TimeFun method is implemented in the TimefnInvert.py script, lo-
cated in the GIAnT/SCR directory. These scripts use the information en-
closed in the sbas.xml and data.xml files and the datasets in the Hdf5
files from either PrepIgramStack.py or ProcessStack.py. This inver-
sion method is extensively described in Hetland et al. [2011], where it is
applied in the wavelet domain.

6.5.1 Inversion strategy

The TimeFun method is an implementation of the temporal inversion scheme
developed originally for MInTS [Hetland et al., 2011] directly in the data
domain. This method allows one to describe each pixel’s phase evolution
using a dictionary of user defined functions. For each pixel (m,n), we invert
the following linear system,

dmn = Gmmn ⇐⇒ ∀(i, j) ∈ ΓΦmn
ij =

∑
αmn
k (fk(ti)− fk(tj)) + emnBij

perp,

(6.5)
where Γ is the set of all interferograms ij combining the SAR acquisitions
with indices i and j, ti and tj are the SAR acquisition times, Φmn

ij is the
pixel’s phase value of interferogram ij (i.e. in the dmn vector). fk are a set of
user defined functions chosen in the provided library that includes seasonal
oscillations, polynomial forms, spline functions, integrated spline functions,
step functions etc, αmn

k are the corresponding coefficients (i.e. in the vector
mmn). Bij

perp is the perpendicular baseline of the interferogram ij and emn is
the Digital Elevation Model error term. You can turn on the estimation of
emn using the demerr option in the XML file. We build the linear operator
G once and only for pixels that have valid phase observations in all the
interferograms.

To set up your functional form, you need to modify the file userfn.py.
Unless you already did this before, copy this file from GIAnT/SCR to your
working directory and modify the function timedict using the possible
keywords (see Appendices, section B.1.1). This file needs to be provided as
no default behaviour is assumed by the script.

Two options are possible to invert this linear system and need to be set
in the sbas.xml file (see section 4.4.2):

• if regu is False, then, for each pixel mn, we minimize the cost func-
tion, Fmn

c given by,

Fmn
c = ||Gmmn − dmn||22. (6.6)
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The resulting model is the classic non-regularized least-square solu-
tion.

• if regu is True, then, for each pixel mn, we minimize the cost function,
Fmn
c given by,

Fmn
c = ||Gmmn − dmn||22 + λ2||Hmmn||22, (6.7)

where, H is the laplacian operator. In that case, the damping pa-
rameter λ is chosen using a generalized singular value decomposition
approach. The regularization is only applied on interpolating func-
tions such as the spline functions and the integrated spline functions,
and not on the other functions.

To run this script, type:

>> python TimefnInvert.py -h -i FNAME -o ONAME -d DXML -p PXML

-nproc NPROC -u USER

The command line options are:

• -h: Ask for help.

• -i FNAME: Name of the input Hdf5 file. Default is Stack/PROC-STACK.py.

• -o ONAME: Name of the output Hdf5 file. Default is Stack/TS-PARAMS.py.

• -d DXML: DXML is the data Xml file. Default is data.xml.

• -p PXML: PXML is the parameter Xml file. Default is sbas.xml.

• -nproc NPROC: Number of processes. Default is 1.

• -u USER: The python script with the user defined time dictionary
function. Default: userfn.py.

6.5.2 Uncertainties estimation

The script Timefnxval.py provides an estimation of the uncertainties on
the model parameters, using a Jacknife approach and can be used the same
way as TimefnInvert.py.
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6.5.3 Outputs

The output datasets are stored in a HDF5 file (default is Stack/TS-PARAMS.h5).
The datasets are:

• parms: Inverted parameters.

• recons: Reconstructed phase evolution.

• mName: Name of the functions specified in userfn.py.

• regF: Vector indicating wether a function is regularized or not.

• tims: Time vector.

• dates: Acquisition dates.

• cmask: Mask map of the pixels.

• masterind: Index of the master SAR acquisition.

For visualization, please refer to section 8

6.5.4 Checklist

1. Copy the script TimefnInvert.py to your working directory.

2. Copy (if not done already) and modify the file userfn.py.

3. Run: python TimefnInvert.py [Options].

4. Check Results using plotts.py (see section 8).

6.6 Important Note

We have described three different implementations of SBAS-type algorithms
in this manual. One of the key strengths of GIAnT is its modularity. It
should be fairly simple for the user to incorporate any features from the
MInTS processing chain into their SBAS-type processing strategy A simple
example would be to explore the use of Covariance matrices and the shape
smoothed regularization in Timefun similar to MInTS.
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Time-series: MInTS

Multiscale InSAR Time-Series (MInTS) [Hetland et al., 2011] was originally
developed at Caltech and is different from traditional SBAS approaches in
two significant ways.

1. The interferometric phase data is transformed into wavelet domain
before temporal inversion.

2. A dictionary of user-defined functions is used to describe the temporal
evolution of surface deformation.

The original MInTS software was developed in a MATLAB framework
and is available for download at https://secure.earth.lsa.umich.edu/
groups/lithosphere/wiki/eb455/MInTS.html. We have reimplemented
the entire package in Python for speed and efficiency. Some of the impor-
tant components of GIAnT like the Meyer wavelet library and the Tikhonov
solver were written primarily for implementing the various MInTS algo-
rithms in Python.

7.1 The MInTS Algorithm

The MInTS processing chain has been extensively described in Hetland
et al. [2011]. The processing steps include wavelet transform of the in-
terferograms, parametrized inversion of the wavelet coefficients and in-
verse wavelet transform of the coefficients. These steps are implemented
in the scripts called DatatoWavelet.py, InvertWaveletCoeffs.py and
WavelettoData.py. The MInTS processing chain typically follows the
atmospheric removal and the flattening of the interferograms, using Pro-
cessStack.py.
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7.2 Forward Wavelet Transform

The forward wavelet transform process is done using the DatatoWavelet.py
script, located in the GIAnT/SCR directory. This step includes:

1. Inpainting - Small decorrelated holes in the interferograms are filled
in with an inpainting algorithm. We use a Python version of the
inpaint nans utility [D’Errico, 2006].

2. Mirroring - Fast Wavelet Transform (FWT) algorithms are set up to
work on matrices of dyadic lengths. We mirror our inpainted images
to dyadic lengths before transforming the data. The bounds of the
original data in the mirrored array are also saved for future use. The
option minpad in the mints.xml file ensures a minimum fraction of
the interferogram width and length will be used for mirroring (default
is 0.1).

3. Forward Wavelet Transform - We apply the FWT to the mirrored
data. We provide support for Meyer wavelets through our own Python
library derived from the Wavelab package [Buckheit and Donoho,
1995] and for other wavelets through the pywt package [Wasilewski,
2012]. To use the Meyer wavelets, set the option wvlt to meyer in
the mints.xml file.

4. Reliability Measure - We also compute the reliability measure of
wavelet coefficients by convolving the absolute value of the impulse
response with a binary mask representing original and interpolated
data.

This script has been parallelized using Python’s multiprocessing module
and the results of this processing step are stored in Stack/WAVELET.h5.
To run DatatoWavelet.py, type:

>> python DatatoWavelet.py -h -i INAME -o ONAME -nchunk NCHUNK

-nproc NPROC -d DXML -p PXML

The command line options are:

• -h: Ask for help.

• -i INAME: input Hdf5 file. Default is defined by the parameters in
the parameter Xml file (i.e. if no pre-processing is asked, default is
Stack/RAW-STACK.h5, otherwise, it is Stack/PROC-STACK.h5).

• -o ONAME: output Hdf5 file. Default is Stack/WAVELET.h5.
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• -d DXML: data XML file. Default is data.xml.

• -p PXML: parameter Xml file. Default is mints.xml.

• -nchunk NCHUNK: Number of interferograms processed in paral-
lel. Default is 40.

• -nproc NPROC: Number of processes to operate on a chunk. De-
fault is 1.

The outputs datasets are stored in a HDF5 file (default is Stack/WAVELET.h5).
The datasets are:

• Jmat: Matrix linking interferograms to the acquisition dates, made of
0, 1 and -1 (also called connectivity matrix).

• bperp: Vector of the perpendicular baseline values.

• cmask: Mask map of the pixels.

• dates: Dates of acquisition.

• offset: Bounds of the mirrored array.

• tims: Vector of time of acquisition with respect to the master.

• wvlt: Stack of wavelets from the interferograms.

• wts: Stack of the Wavelet weights.

7.3 Time-series inversion of the wavelet

coefficients

7.3.1 Inversion strategy

The time-series inversion of the wavelet coefficients is done using the script
InvertWaveletCoeffs.py or InvertWaveletCoeffs folds.py, located in
the GIAnT/SCR directory. The inversion scheme is similar to the one used
in the TimeFun method (Section 6.5.1).

dmn = Gmmn ⇐⇒ ∀(i, j) ∈ Γ

Wmn
ij =

∑
αmn
k (fk(ti)− fk(tj)) + emnBij

perp (7.1)

where Wmn
ij refers to the particular wavelet coefficient with index mn in

interferogram ij. Once again the dictionary of temporal functions is passed
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to our inversion script using the userfn.py. If the user decides to use a
non-parametric inversion scheme using splines or integrated splines, the
solutions are regularized as described in Appendix E. InvertWavelet-
Coeffs folds.py represents our optimized implementation of the original
MInTS, using a k -fold cross validation approach to chose the damping pa-
rameter.

To run the inversion, type:

>> python InvertWaveletCoeffs.py -h -i INAME -o ONAME -d DXML -p PXML

-nproc NPROC

The command line arguments are:

• -h: Ask for help.

• -i INAME: input Hdf5 file. Default is Stack/WAVELET.h5.

• -o ONAME: output Hdf5 file. Default is Stack/WAVELET-INV.h5.

• -d DXML: data XML file. Default is data.xml.

• -p PXML: parameter Xml file. Default is mints.xml.

• -nproc NPROC: Number of processes. Default is 1.

The outputs datasets are stored in a Hdf5 file (default is Stack/WAVELET-INV.h5).
The datasets are:

• Jmat: Matrix linking interferograms to the acquisition dates, made of
0, 1 and -1 (also called connectivity matrix).

• bperp: Vector of the perpendicular baseline values.

• cmask: Mask map of the pixels.

• dates: Dates of acquisition.

• model: Description of the function used in the inversion.

• offset: Bounds of the mirrored array.

• tims: Vector of time of acquisition with respect to the master.

• wvlt: Stack of wavelets from the interferograms.
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7.3.2 Uncertainties estimation

The script InvertWaveletCoeffs xval.py provides an estimation of the
uncertainties on the model parameters using the generalized singular value
decomposition approach and may be used the same way as InvertWavelet-
Coeffs.py.

7.4 Inverse Wavelet Transform

The wavelet coefficients estimated in the previous step are transformed
into model parameter space using the Inverse Wavelet Transform (IWT).
This step is implemented in the WavelettoData.py script, located in the
GIAnT/SCR directory. The image is cropped back to dimensions of the orig-
inal data set and the deformation time-series is then recreated by putting
together the temporal functions and the estimated model parameters. The
results are stored in Stack/WS-PARAMS.h5.To run this step, type:

>> python WavelettoData.py -h -i INAME -o ONAME -d DXML -p PXML

-nchunk NCHUNK -nproc NPROC -u USER

The command line arguments are:

• -h: Ask for help.

• -i INAME: input Hdf5 file. Default is Stack/WAVELET-INV.h5.

• -o ONAME: output Hdf5 file. Default is Stack/WS-PARAMS.h5.

• -d DXML: data XML file. Default is data.xml.

• -p PXML: parameter XML file. Default is mints.xml.

• -nchunk NCHUNK: Number of interferograms processed in paral-
lel. Default is 40.

• -nproc NPROC: Number of processes to operate on a chunk. De-
fault is 1.

• -u USER: Python script with the user defined python function. De-
fault is userfn.py .

The outputs datasets are stored in a HDF5 file (default is Stack/WS-PARAMS.h5).
The datasets are:
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• Jmat: Matrix linking interferograms to the acquisition dates, made of
0, 1 and -1 (also called connectivity matrix).

• cmask: Mask map of the pixels.

• dates: Dates of acquisition.

• masterind: Index of the master date.

• model: Model parameters maps.

• modelstr: Model description.

• recons: Reconstructed phase at each date of acquisition.

• tims: Vector of time of acquisition with respect to the master.

7.5 Note

One of the strengths of GIAnT is it’s modularity. We currently provide the
original implementation of MInTS with the GIAnT. However, it should be
trivial for the users to reuse modules from the SBAS-type algorithms and
apply them to the wavelet coefficients directly.

7.6 Checklist

1. Convert interferograms to the wavelet domain: python DatatoWavelet.py [Options]

2. Check the Hdf5 file produced.

3. Copy (if you have not done so before) the userfn.py file in your
working directory, and modify the MInTS dictionnary of functions.

4. Run python InvertWaveletCoeffs.py [Options].

5. Check the Hdf5 file produced.

6. Run python WavelettoData.py [Options].

7. Check the results using the script plotts.py.

8. Run python InvertWaveletCoeffs_xval.py to get the uncertain-
ties.

9. Run python WavelettoData.py -f WAVELET-INV-xval.h5.



Chapter 8

Visualization and Geocoding

8.1 Interactive visualization

We provide a visualization tool, called plotts.py, located in GIAnT/SCR.
This tool can be used with any time series output from GIAnT. You can
run plotts.py, typing:

>> python plotts.py -h -e -f FNAME -i TIND -m MULT -y YINF YSUP

-ms MSIZE -mask MASKFILE MASKXML -raw

-model -zf

The command line options are:

• -h: Ask for help

• -f FNAME: FNAME input HDF5 file with time-series estimates.
Default is Stack/LS-PARAMS.h5.

• -i TIND: index of the slice to display.

• -m MULT: multiplicative factor. Default is 0.1 (i.e. results in cm).

• -y YINF YSUP: the lower and upper colorbar plot limits. Default
is -25 25.

• -ms MSIZE: Marker size on the phase evolution plot. Reduce if error
bars are too small. Default is 5.

• -mask MASKFILE MASKXML: MASKFILE is a binary file used
for masking output data, if needed. MASKXML is the Xml file that
contains the width and length of the binary file. Default is no mask.
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• -raw: Flag to display the filtered and un-filtered time series of a pixel
(Only for NSBAS outputs).

• -model: Plot the modeled phase value, along with the phase change
(works only with NSBAS,TimeFun and MInTS) .

• -zf : Change the reference time for plotting.

• -e: Plot the errorbars if available (works with Xval scripts).

8.2 Movies

We include a simple python script GIANT/SCR/make movie.py to build a
quick movie of your estimated time-series in radar coordinates. This script
can be used as a template in combination with the geocoding library to
make movies in geocoded domain as well. You can generate movies of your
time-series using

>> python make_movie.py -h -i FNAME -o ONAME -nslice NSLICE

-y YINF YSUP -win GWIN -model

-pix I0 J0 -fps FPS -geo DXML

The command line options are:

• -h: Ask for help

• -i FNAME: FNAME input HDF5 file with time-series estimates.
Default is Stack/LS-PARAMS.h5.

• -o ONAME: output movie name. Default: movie.mp4 .

• -nslice NSLICE: Number of time-slices to divide your total time
span into. Default: 100.

• -y YINF YSUP: the lower and upper colorbar plot limits. Default
is -25 25.

• -win GWIN: Width of the Gaussian window in years used for inter-
polation. Default: 0.33.

• -pix I0 J0: (Azimuth,Range) coordinates of pixel in radar coordi-
nates, whose time-series will also be plotted.

• -model: If you use a parameteric inversion, use the model to inter-
polate rather than the reconstructed time-series. Default: False
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• -fps: Frames per second for the movie. Default: 10.

• -geo DXML: The data.xml file. If provided, the movie will be gen-
erated in geo-coded domain.

8.3 KML

The estimated time-series can also be spit out as a KML file with a time-
slider for immediate visualization in Google Earth. The script is similar
to the one that generates movies. The code does include system calls to
ImageMagick’s convert command for making parts of the image trans-
parent and zip command to generate a KMZ file from the generated KML
and PNG files. A colorbar is also automatically generated as an overlay.

>> python make_kml.py -h -i FNAME -x XNAME -o ONAME

-nslice NSLICE -y YINF YSUP

-win GWIN -model -dir DIRI -trans

The command line options are:

• -h: Ask for help

• -i FNAME: FNAME input HDF5 file with time-series estimates.
Default is Stack/LS-PARAMS.h5.

• -o ONAME: output movie name. Default: movie.mp4 .

• -nslice NSLICE: Number of time-slices to divide your total time
span into. Default: 100.

• -y YINF YSUP: the lower and upper colorbar plot limits. Default
is -25 25.

• -win GWIN: Width of the Gaussian window in years used for inter-
polation. Default: 0.33.

• -model: If you use a parameteric inversion, use the model to inter-
polate rather than the reconstructed time-series. Default: False

• -x DXML: The data.xml file. This is needed as the file includes
information about the lat/lon files.

• -trans: The undefined data in the images (NaNs) are made transpar-
ent. Default: False
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8.4 Geocoding

GIAnT includes geocoding library routines in GIAnT/geocode directory.
GIAnT uses the pyresample library to transform data to and from radar do-
main and geocoded domain. Currently, PyAPS and our geocoding modules
only support the WGS84 format. Extending support to other projections
should be relatively simple using pyresample.

An example script to geocode results from our output HDF5 files has
been included in GIANT/SCR/rdr2geo.py. The users should copy this
script and suitably modify it for their applications. Besides flat binary
files, the users should also be able to output data to GMT netcdf format
and OGR VRT files using the provided library.
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I/O Utilities

A.1 Text files

We include a bunch of functions in tsio.py to read in data from ASCII files
into python arrays and lists.

• textread(fname,strformat)
This is very similar to textread utilities from MATLAB R©.

[fname,index,bperp] = textread(’input.txt’,’S I K F’)

S - String, I - Integer, F - Float, K - Skip

The function returns a single list of values that are read

in form a space/tab delimited text file.

• read rsc(fname)
This allows us to read in a ROI PAC style RSC file into a python
dictionary.

rdict = read_rsc(’example.unw’)

Note that the .rsc extension in the file name is optional.

Elements of the dictionary can be accessed as

rdict[’WIDTH’], rdict[’FILE_LENGTH’] etc.

• write rsc(rdict,fname)
Writes the contents of the dictionary to file give by fname. The keys
of the dictionary become the headings for the entries of the RSC file.
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A.2 Binary files

We include the following functions to read in files from binary files into
numpy arrays.

• load mmap(fname, nxx, nyy, map, nchannels, channel, datatype,
quiet, conv)
This allows to memory map data in a binary file to a numpy array.
This function can handle BIL, BIP and BSQ data formats. The de-
fault values are (map=’BSQ’, nchannels=1, channel=1, datatype=numpy.float32,
conv=False). Mapping the file to a numpy array allows us to access
the contents of the file directly like in an array.

#To map a simple float file of size 100 x 100

arr = load_mmap(fname, 100, 100)

#To map an RMG file of size 100 x 100 with phase in channel 2

arr = load_mmap(fname, 100, 100, map=’BIL’,

nchannels=2, channel=2)

• load flt(fname, nxx, nyy, datatype, scale, conv)
Load a simple flat binary file into memory. Unlike the memory map,
all the data is loaded into memory.

• load rmg(fname, nxx, nyy, datatype, scale, conv)
Load both channels of an RMG file into memory.

A.3 HDF5 Files

We have two simple utilities for reading and writing HDF5 files in tsio.py.
These should only be used for simple debugging applications and for small
datasets. HDF5 file interface through h5py is already fairly simple and we
mostly make direct calls to h5py functions to deal with HDF5 files.

• saveh5(fname,rdict)
Save the contents of specified dictionary (rdict) to a given HDF5 file
(fname). The keys of the dictionary automatically become dataset
names.

• loadh5(fname)
Returns the contents of a HDF5 file (fname) in a dictionary. The
names of the datasets becomes the keys in the dictionary.
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A.4 GMT netcdf files

We include simple utilities to read data directly from GMT-style netcdf
(grd) files. These are used to load data from GMTSAR products.

• load grd(fname, var=’z’)
Load a variable (var) from a given GMT-style netcdf file (fname).

• get grddims(fname, var=’z’)
Get the dimensions of a variable (var) from a given GMT-style netcdf
file (fname).

A.5 XML Files

We use XML files to set processing parameters for our scripts. We include
utilities for reading and writing XML files in tsxml.py. All XML pro-
cessing is done through the TSXML class defined in tsxml.py. We use the
lxml.eTree package to generate XML files and lxml.objectify to read them.

A.5.1 XML format

All data entries in our XML files are of format.

<params>

<width>

<value>500</value>

<type>INT</type>

<help>Width of interferograms.</help>

</width>

</params>

By design, we force all XML field entries (other than branch nodes) to have
a help string describing the parameter. This has been enforced to ensure
that processing parameters are easily understood by users from different
backgrounds. Currently, we support INT, FLOAT, BOOL and STR data
types.

A.5.2 Creating XML file

#Creating XML with params as root node.

g = TSXML(’params’)
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br = g.addnode(g.root,’params’)

g.addsubelement(br,’width’,100,’Width of interferograms.’)

g.writexml(’data.xml’)

The TSXML class includes utilities to prepare data.xml, sbas.xml and
mints.xml. These different XML files are used for processing and are
created using the prepxml.py utility provided with the scripts. We also
provide a method to create a generic XML file using keywords.

A.5.3 Reading XML file

#Reading an XML file.

h = tsinsar.TSXML(’data.xml’,File=True)

wid = h.data.master.width

All the data in XML is converted into a structured object that can be
directly used in your scripts.

A.6 DEM RSC file for non ROI PAC data

Here is an example RSC file to be included with the radar simulation
or DEM in case, the data was processed using a processor other than
ROI PAC. The dimensions are the most important part of this file. The lat-
itude and longitude values are read in to determine the approximate bounds
of the scene for subsetting weather model data.

WIDTH 350

FILE_LENGTH 500

LAT_REF1 38.5

LON_REF1 -119.5

LAT_REF2 37.3

LON_REF2 -118.0

LAT_REF3 38.5

LON_REF3 -119.5

LAT_REF4 37.3

LON_REF4 -118.0

AZIMUTH_PIXEL_SIZE 180.000000

RANGE_PIXEL_SIZE 63.300000
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A.7 GPS Input Files

A.7.1 Option 1: Velocity type station list

The station locations and average velocities are provided in a single file.

a001 11.80000 42.80000 0.00604 0.01106 -0.00000

a002 12.00000 42.80000 0.00591 0.01106 -0.00000

a003 12.00000 43.00000 0.00592 0.01119 0.00000

a004 12.00000 43.20000 0.00592 0.01131 0.00000

....

A.7.2 Option 2: Station-wise time series

The coordinates of the GPS station can be provided in two different ways:

Option a: Classic Station List

7odm 34.11640714 -117.09319315

ab01 52.20950520 -174.20475602

ab02 52.97060620 -168.85467007

ab04 63.65686535 -170.56744305

...

Option b: SOPAC station list

This data can be retrieved by e-mail from the SOPAC archive.

7odm -2407750.9707 -4706536.6674 3557571.4197 34.11640714 -117.09319315 \\

762.0806 2004.4932 0.0048 0.0059 0.0046 0.0024 0.0043 0.0074

ab01 -3896562.8770 -395471.6423 5017141.8417 52.20950520 -174.20475602 \\

25.4568 2004.4932 0.0031 0.0019 0.0037 0.0018 0.0019 0.0045

ab02 -3776808.0832 -744083.8296 5068728.1267 52.97060620 -168.85467007 \\

192.7802 2004.4932 0.0024 0.0014 0.0029 0.0017 0.0014 0.0034

ab04 -2799600.4279 -465105.4035 5692966.4183 63.65686535 -170.56744305 \\

136.5690 2004.4932 0.0025 0.0011 0.0044 0.0015 0.0010 0.0048

....

Station File example

The time-series of individual stations must be described in the SOPAC
format.
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#################################################################

# Refined Model Terms:

#

# n component

# slope 1: -0.0088 +/- 0.0000 m/yr (1999.1932 - 2010.0644)

# offset 1: -0.0002 +/- 0.0002 m (1999.6178)

# annual: 0.0012 +/- 0.0001 m; phase: 4.10

# semi-annual: 0.0003 +/- 0.0000 m; phase: 2.84

#

# e component

# slope 1: -0.0153 +/- 0.0000 m/yr (1999.1932 - 2010.0644)

# offset 1: 0.0013 +/- 0.0002 m (1999.6178)

# annual: 0.0007 +/- 0.0001 m; phase: 4.51

# semi-annual: 0.0004 +/- 0.0001 m; phase: 1.48

#

# u component

# slope 1: 0.0000 +/- 0.0001 m/yr (1999.1932 - 2010.0644)

# offset 1: -0.0031 +/- 0.0006 m (1999.6178)

# annual: 0.0048 +/- 0.0002 m; phase: 3.98

# semi-annual: 0.0008 +/- 0.0001 m; phase: 2.53

#

# ----------------------------------------------------------------

#

##################################################################

1999.1932 1999 071 0.0486 0.0834 -0.0011 0.0025 0.0020 0.0026

1999.1959 1999 072 0.0488 0.0828 -0.0004 0.0024 0.0019 0.0025

1999.1986 1999 073 0.0484 0.0829 0.0000 0.0024 0.0019 0.0026

1999.2014 1999 074 0.0492 0.0820 -0.0030 0.0025 0.0020 0.0026

1999.2041 1999 075 0.0491 0.0827 -0.0006 0.0026 0.0021 0.0027

1999.2068 1999 076 0.0490 0.0821 -0.0015 0.0024 0.0019 0.0025

1999.2096 1999 077 0.0493 0.0828 0.0006 0.0024 0.0019 0.0026

1999.2123 1999 078 0.0496 0.0835 0.0008 0.0027 0.0021 0.0028

1999.2151 1999 079 0.0497 0.0827 0.0025 0.0026 0.0021 0.0028

1999.2178 1999 080 0.0489 0.0821 -0.0012 0.0025 0.0020 0.0026

...
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Time-series Utilities

B.1 Temporal characterization

One of the strengths of GIAnT is the freedom for representing the tem-
poral behaviour of surface deformation as a combination of functions from
a predefined dictionary, including b-splines and integrated b-splines. We
provide a simple framework to call this dictionary of functions and build
design matrices. The related functions are included in the file tsutils.py.
The most relevant function is tsutils.Timefn(rep,t).

B.1.1 Dictionary of functions

We currently provide support for the following functions. It is trivial to
customize and add functions to the dictionary.

• Linear rate
Python representation [’LINEAR’,[t1,t2,...,tN]] is equivalent to
N rows of design matrix such that

fk (t) = (t− tk) (B.1)

• Polynomial
Python representation [’POLY’,[p1,p2,...,pN],[t1,t2,...,tN]]

is equivalent to sum([p1,..,pN])+N rows of the design matrix such
that

fi,k (t) = (t− ti)k i ∈ [0, 1, ..., pi] (B.2)

• Power
Python representation [’POW’,[p1,p2,...,pN],[t1,t2,...,tN]] is
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equivalent to N rows of the design matrix such that

fk (t) = (t− tk)pk (B.3)

• Exponential decay
Python representation [’EXP’,[t1,t2,...,tN],[tau1,tau2,...,tauN]]

is equivalent to N rows of the design matrix such that

fk (t) =

[
1− exp

(
t− tk
τk

)]
· u (t− tk) (B.4)

• Logarithmic decay
Python represetntation [’LOG’,[t1,t2,...,tN],[tau1,tau2,...,tauN]]

is equivalent to N rows of the design matrix such that

fk (t) = log

(
1 +

t− tk
τk

)
· u (t− tk) (B.5)

• Step function
Python representation [’STEP’,[t1,t2,...,tN]] is equivalent to N
rows of the design matrix such that

fk (t) = u (t− tk) (B.6)

• Seasonal
Python representation [’SEASONAL’,[tau1,tau2,...,tauN]] is equiv-
alent to 2N rows of the design matrix such that

f2k−1 (t) = cos

(
2π

t

τk

)
f2k (t) = sin

(
2π

t

τk

)
(B.7)

• B-Splines
Python representation [’BSPLINE’,[Ord1,...,OrdN],[n1,...,nN]]

is equivalent to prod([n1,...nN])*len(t) rows of the design ma-
trix. “Ordk” represents the order and “nk” represents the number of
equally spaced splines between minimum and maximum values of the
time vector.

• Integrated B-Splines
Python representation [’ISPLINE’,[Ord1,...,OrdN],[n1,...,nN]]

is equivalent to prod([n1,...nN])*len(t) rows of the design ma-
trix. “Ordk” represents the order and “nk” represents the number of
equally spaced splines between minimum and maximum values of the
time vector.
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B.1.2 Putting functions together

rep = [ [’LINEAR’,[0.0,9.5]],

[’EXP’,[4.0,8.0],[1.0,3.0]],

[’BSPLINE’,[3],[16]],

[’LOG’,[2.0,9.0],[1.0,3.0]],

[’SEASONAL’,[0.5,1.0]],

[’ISPLINE’,[3],[16]]]

H,vname,rflag = tsutils.Timefn(rep,t)

H represents the design matrix, vname is a list with a unique name
for each parameter in our temporal model and rflag is a vector indicating
if the particular parameter needs to be regularized. The rflag vector is
automatically used to construct the regularization operator. If multiple
families of splines are used with different scales, each family has a unique
regularization flag. Thus, the regularization operator automatically takes
this into account.

B.1.3 SBAS Formulation

We also use the same Timefn to generate the design matrix for implementing
SBAS.

H,vname,rflag = Timefn([’SBAS’,[masterind]])

We allow the users to choose a master scene other than first SAR acquisition
for formulation their time-series inversions. The users may need to make
minor adjustments to the returned matrix depending on the exact imple-
mentation of the inversion scheme. Examples of such adjustments can be
found in various SBAS-style scripts distributed with GIAnT.

B.2 Network utilities

We also provide a set of functions to create interferogram network related
matrices.
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• ConnMatrix(dates,sensor)
Creates the connectivity matrix [1,−1] for the interferogram network
using the dates and satellite sensor as inputs.

• conntoPairmat(Jmat)
Returns an edge list of interferograms using the connectivity matrix
as input.

• conntoAdjmat(Jmat)
Returns the adjacency matrix using the connectivity matrix as input.

• adjmattoAdjlist(Amat)
Returns the adjacency list using the adjacency matrix as input.

• simpleCycle(Jmat)
Returns a list of all simple cycles using the connectivity matrix as
input.
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Image utilities

GIAnT also includes a few 2D array manipulation routines, typically used
in preparing interferograms before processing.

C.1 MInTS image routines

These are routines used in preprocessing interferograms before wavelet trans-
forms in MInTS.

• mints.inpaint(matrixwithnans)
The routine inpaints nans in the input matrix similar to the in-
paint nans (http://www.mathworks.com/matlabcentral/fileexchange/
4551-inpaintnans) package developed by John D’ Errico. We have
only implemented the spring metaphor.

• mints.Mirrortodyadic(matrix, frac)
Mirrors the input matrix to a dyadic length such that a specfied frac-
tion is always mirrored. This is done to reduce edge effects in the
wavelet transforms. Mirroring fraction is typically 20%.

C.2 Stack routines

These routines are used for processing stacks in general and are included in
stackutils.py .

• Lookdown(matrix,looks,method,varF̄alse)
Multi-looking of interferograms. Method can either be - mean or me-
dian. If desired, the variance of multi-looked chips are also returned.
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• estramp(phs,mask,poly)
Estimates the ramp polynomial for an unwrapped interferogram using
a mask. Poly can be either 1, 3 or 4.

• deramp(phs,ramppoly)
Deramping of interferograms using a polynomail. Poly can be of
length 1 (constant), 3 (Planar) or 4 (Product of linear terms).

• nanmean(x)
Returns the mean of an array while taking care of NaNs.
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Wavelets

The original implementation of MInTS Hetland et al. [2011] used the Meyer
wavelet routines in the Wavelab850 package (http://www-stat.stanford.
edu/~wavelab) for all wavelet operations. We have rewritten the Meyer
wavelet routines in Python and have added new ones for analyzing rectan-
gular datasets. We have also added routines that efficiently compute the
impulse response and the reliability score of wavelet coefficients over inter-
polated holes. All routines related to the Meyer wavelet transforms can be
found in meyer.py.

We have also included support for different wavelet functions using the
pyWavelets package. The interface to meyer.py has been replicated for
these set of wavelet basis in wvlt.py. Though, we prefer to work with Meyer
wavelets in our work these other wavelets can be used in the development
of future applications.

In our approach, we use wavelets to reduce the effect of spatially cor-
related noise in the estimated time-series. We explicitly avoid interpreting
the information at various spatial scales as different components of defor-
mation/ orbits / atmosphere like Shirzaei and Walter [2011], as these may
be dependent on the family of wavelets used for analysis.

D.1 Convention

The original version of MInTS used cells to store matries of wavelet coef-
ficients. We have decided to retain all the wavelet coefficients in a single
2D matrix (same size as original data matrix) for faster access during time-
series inversions. This also allows us to use other features of MInTS directly
for time-series analysis of InSAR data directly, instead of the wavelet coeffi-
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cients if needed. Instead of the cell structure, we provide a lookup function
that returns the four corners of the sub-matrix that contains the coefficients
at a particular scale and quadrant. We have also reversed the labelling of
scales in MInTS to directly relate the scale to the number of wavelet coeffi-
cients at any particular scale. Figure D.1 describes the convention used in
MInTS to store the wavelet coefficients.

II

III IV

MM

NN

[1,1] [1,MM]

[NN,1] [NN,MM]

Figure D.1: Wavelet transform convention of an image of size (NN × MM).
We always assume that NN ≥ MM in the routines. The smallest scale for
analysis is 3 (corresponding to 8 pixels along width) and the highest scale
corresponds to log2(MM)−1 (corresponding to half the width of the image).
The quadrants are named according to the convention shown above.

D.2 Routines

The functions in our custom written Meyer wavelet library (meyer.py) are

• w = meyer.fwt2 meyer(matrix,degree,minscale)
2D wavelet transform of rectangular matrix. Scale definition is with
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respect to the width of the image. Dyadic lengths assumed. “degree”
and “minscale” always set to 3, for all the functions.

• mat = meyer.iwt2 meyer(matrix,degree,minscale)
2D inverse wavelet transform of rectangular matrix. Scale definition
is with respect to the width of the image. Dyadic lengths assumed.
“degree” and “minscale” always set to 3, for all the functions.

• ii,jj = meyer.get corners(matrix.shape,scale,quadrant)
Returns the minimum and maximum values of rows and columns of
the sub-matrix corresponding to the specified scale and quadrant,
from a given wavelet coefficient matrix. This mechanism is the alter-
native to the cell structure used in the original MInTS software.

• meyer.impulse resp(matrix.shape,fname)
Writes the impulse response for 2D wavelet transform for a matrix of
given shape to a specified HDF5 file. This is an important change to
MInTS and now allows us to apply MInTS to very large matrices with
ease. The impulse response for a matrix of given size (dyadic lengths)
must be computed and stored before the analysis of the wavelet coef-
ficients.

• wt = meyer.CoeffWeight(mask,responsefname)
Computes the reliability of wavelet coefficients using the mask of real
and interpolated data, and the HDF5 file containing the appropriate
impulse response as inputs.

D.3 Other wavelets

The functions in our generalized wavelet library (wvlt.py) are designed to
be compatible with our original Meyer wavelet library. The corresponding
functions are

• w = wvlt.fwt2(matrix,wvlt=’db12’)

• mat = wvlt.iwt2(matrix,wvlt=’db12’)

• ii,jj = wvlt.get corners(matrix.shape,scale,quadrant)

• wvlt.impulse resp(matrix.shape,fname,wvlt=’db12’)

• wt = wvlt.CoeffWeight(mask,responsefname,wvlt=’db12’)
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Solvers

Various inversion algorithms are used to various stages of processing in
GIAnT. We have included a set of customized solvers in the solver directory.

E.1 Least squares

Numpy and Scipy have inbuilt optimized least squares solvers. We use
these solvers with the default conditional parameter of rcond= 1.0e−8 for
stability.

E.2 Regularized L2 norm

We use Tikhonov regularization for inversions in our MInTS (Chapter 7)
implementation and for TimefnInvert (Chapter 6) . Our implementation
of Tikhonov regularization is included in tikh.py in the solver directory.
We use the class TIKH to setup and solve our problems. We set up the
regularized minimization formulation as

argmin
m

||G ·m− d||2 + λ||H ·m||2 (E.1)

where G is the design matrix, m represents model parameters, H is the
smoothing or damping matrix and d represents the set of observations.
The regularization parameter λ can be chosen in multiple ways:

1. Generalized Cross Validation (GCV)

2. Curvature of the L-curve
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3. Quasi optimality condition

4. K-fold cross validation

Our implementation of the first three methods is based on the regutools
toolbox Hansen [2007]. We have adopted LAPACK’s dggsvd routine to com-
pute the generalized SVD. Our generalized SVD (gsvd module) returns a
factorization that is different from the one returned by cgsvd from regutools.
We have suitably modified our solver functions to account for this. As sug-
gested on the regutools webpage, we also implemented a pre-processor for
the regularization operator (H) using a rank revealing QR decomposition
from UTV tools Fierro et al. [1999]. All the four algorithms can be ranked
according to performance as follows:

Table E.1: Performance of various regularization parameter selection algo-
rithms.

Method Speed Smoothness of solution
GCV Fast Roughest
L-curve Fast Rough
Quasi optimality Fastest Smoothest
K-folds Slow Moderately smooth

E.3 Iteratively reweighted least squares

We also included an implementation of the IRLS solver in the script iterL1.py.
We use IRLS for empirical correction of topography-correlated atmosphere
[Lin et al., 2010b].
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A noise model for InSAR time-series
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Abstract

Interferometric Synthetic Aperture Radar (InSAR) time-series methods esti-
mate the spatio-temporal evolution of surface deformation by incorporating
information from multiple SAR interferograms. While various models have
been developed to describe the interferometric phase and correlation statistics
in individual interferograms, efforts to model the generalized covariance ma-
trix that is directly applicable to joint analysis of networks of interferograms
have been limited in scope. In this work, we build on existing decorrela-
tion and atmospheric phase screen models and develop a simple covariance
model (over space and time) for interferometric phase noise that can be di-
rectly applied to analyse the performance of time-series InSAR techniques.
In particular, we present a simple model for describing phase noise covariance
due to decorrelation processes in a network of interferograms that could be
exploited to develop better time-series techniques.

Key words: InSAR, SBAS, PSI, Error budget

1. Introduction

Differential synthetic aperture radar interferometry is now regularly used
to generate hundred kilometer scale surface deformation maps with centimeter-
to-millimeter accuracy (e.g, Rosen et al., 2000). While single interferograms
have been successfully used to study large deformation events (Massonnet
et al., 1993; Peltzer et al., 1994; Zebker et al., 1994; Simons et al., 2002;
Pritchard and Simons, 2002), their application to studying smaller amplitude
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surface deformation events have been hampered due to effects of temporal
and geometric decorrelation (Zebker and Villasenor, 1992).

An extensive and ever-expanding archive of SAR data acquired over the
last two decades and data from future SAR missions with shorter repeat
periods allow us to consider the temporal evolution of surface deformation
by combining information from multiple interferograms. Time-series InSAR
techniques (e.g, Ferretti et al. (2001); Berardino et al. (2002); Hooper et al.
(2004); Shanker and Zebker (2007); Hooper (2008); Doin et al. (2011); Het-
land et al. (2011)) estimate the temporal evolution of surface deformation
in areas that are characterized by reasonably large signal-to-noise ratio and
are less affected by temporal and geometric decorrelation. Simple models for
the effect of decorrelation phenomena (Zebker and Villasenor, 1992; Bamler
and Just, 1993) and the atmospheric phase screen (Hanssen, 1998; Emardson
et al., 2003; Lohman and Simons, 2005; Onn and Zebker, 2006; Knospe and
Jónsson, 2010) in individual interferograms have been well studied. Atmo-
spheric phase noise is spatially correlated (Hanssen, 2001; Emardson et al.,
2003; Lohman and Simons, 2005; González and Fernández, 2011) and phase
noise in interferograms with common image acquisition are also correlated
(Emardson et al., 2003).

Hanssen (2001) developed a simple mathematical framework to describe
most common sources of error in individual interferograms and introduced
a simple functional model focusing on three-pass and four-pass differen-
tial interferometry. Guarnieri and Tebaldini (2007) and Rocca (2007) pro-
posed similar noise models for interferogram networks and derived associated
Cramer-Rao bounds on velocity estimates from time-series methods. In this
work, we attempt to extend the ideas from these works and focus on building
a simple covariance model for interferogram networks over space and time
in order to analyse the techniques used in time-series InSAR. In particular,
we show that the covariance structure of interferometric phase observations
in the temporal domain is significantly more complicated than previously
assumed. We derive a simple method to estimate the contribution of tempo-
ral and spatial decorrelation to the overall noise covariance, thus extending
previously published models which assumed high coherence to resolution el-
ements with moderate signal to clutter ratio.

Using our derived covariance model as a reference, we also discuss the
effects of various processing steps in time-series analysis on the noise co-
variance structure of the interferograms. We summarize some of the typical
processing steps in time-series InSAR analysis and their effect on the noise
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covariance in Table 1.

Table 1: Summary of typical processing steps in time-
series InSAR analysis and their effect on the noise co-
variance of the interferograms and time-series products.

Processing step Implications
Multi-looking of in-
terferograms

Breaks the closure of interferometric phase over a
closed circuit in the interferogram network.

Adaptive filtering of
interferograms

Decreases the impact of decorrelation noise but at
the cost of resolution.

Empirical stratified-
troposphere correc-
tions

Decreases bias in estimated time-series. Covari-
ance largely unaffected.

Wavelet transforms
in spatial domain.

Exploits spatial correlation. Can reduce uncer-
tainty, only when large parts of the interferograms
are coherent.

This paper is organized as follows. In Section 2, we discuss various aspects
of existing approaches to modelling uncertainties in interferometric observa-
tions and point out their respective shortcomings. In Section 3, we lay out
the mathematical framework that we use to describe the covariance structure
of interferometric phase noise over space and time. We derive our covariance
model from first principles and from single-interferogram phase models in
Section 4. We finish with a discussion of implications of using the proposed
covariance models in time-series InSAR techniques.

2. Previous models

When multi-looked to resolution of few hundreds of meters, as is the case
for most geophysical applications, InSAR data suffers from lack of “closure
over a circuit”. For example, in a network of multi-looked interferograms
generated using three SAR scenes labelled A,B and C, the multi-looked in-
terferometric phase for interferogram BC cannot be recreated exactly using
the multi-looked interferometric phase observations from interferograms AB
and AC. Consequently, effective reduction of a set of interferometric phase
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observations to geophysical parameters of interest such as relative deforma-
tion or deformation velocity requires knowledge or a model of the uncertainty
associated with each phase observation.

InSAR coherence is a widely used statistical measure developed to quan-
tify the associated uncertainty with every interferometric phase observation.
Reduction of InSAR coherence, also known as decorrelation, with increas-
ing geometric and temporal baselines or with change in surface scattering
properties due to vegetation or precipitation (Zebker and Villasenor, 1992)
is well documented. However, coherence is insufficient as the only quantita-
tive estimate of noise as it fails to capture the effect of spatially correlated
long wavelength noise sources like atmospheric propagation delay. Conse-
quently, all interferogram network models to date (Hanssen, 2001; Guarnieri
and Tebaldini, 2007; Rocca, 2007; González and Fernández, 2011) use a com-
bination of decorrelation noise and an atmospheric phase term.

Hanssen (2001) advocated the use of empirical covariance functions de-
rived from each interferogram to model the contribution of turbulent atmo-
sphere. He also provided a framework where any generalized stochastic co-
variance model could be incorporated. Emardson et al. (2003) and Guarnieri
and Tebaldini (2007) also derived similar expressions for the covariance of
the atmospheric propagation delay taking into account the correlation of in-
terferograms with common SAR acquisitions. Rocca (2007) modelled the
atmospheric phase contribution as additive noise in each interferogram.

Hanssen (2001) assumed the decorrelation noise component to be inde-
pendent for each interferogram. Guarnieri and Tebaldini (2007) and Rocca
(2007) argued that if temporal decorrelation could be modeled by a brownian
motion process in urban areas, the temporal decorrelation noise terms need
to be temporally correlated. We build on this idea and further show that
decorrelation noise for a given pixel could be correlated in interferograms
even if they are not composed from common SAR acquisitions, as this term
represents the effect of changing scattering behavior of the pixel over time
and imaging geometry. The covariance model presented in this work builds
on ideas from all these interferogram network models and generalizes many
aspects of modelling the contributions from various noise sources.

3. Mathematical Notation

We consider a set of N synthetic aperture radar (SAR) images acquired
using a similar geometry at time epochs (t1, · · · , tN). A network of M co-
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registered and unwrapped interferograms is generated using the ensemble of
SAR scenes. We also assume that there are P pixels for which we estimate a
deformation time-series. We also assume, without loss of generality, that the
all SAR acquisitions are part of at least one interferogram in a network of
interferograms (i.e, M ≥ N

2
). Similar to Hanssen (2001) and Guarnieri and

Tebaldini (2007), we model the individual phase terms and not the complex
interferogram for tractability. The unwrapped phase (∆φifg) of a pixel x, in
an interferogram with master acquisition index i and slave acquisition index
j can be represented as

∆φx,i,jifg = ∆φx,i,jdefo + ∆φx,i,japs + ∆φx,i,jdecor + φx,i,jn (1)

i, j ∈ [1, · · · , N ] and x ∈ [1, · · · , P ]

where ∆φdefo represents the phase contribution due to the cumulative surface
deformation in the time spanning the SAR acquisitions, ∆φaps represents the
phase contribution due to the difference in propagation delay through the
atmosphere between SAR acquisitions, ∆φdecor represents the phase noise due
to change in surface scattering properties of the resolution element and φn
represents the phase contribution from all other uncorrelated noise sources.
Phase ramps introduced by orbital errors can be reasonably estimated using
a best fitting planar or bilinear model (e.g, Pollitz et al., 2000; Simons et al.,
2002) and any residual ramps cannot be distinguished from the atmospheric
phase screen (Hooper et al., 2007). In any case, an orbit error term can
be included in the physical modelling process. Hence, we do not include
an orbital ramp term in Equation 1. We also note that a DEM error term
(Hanssen, 2001; Berardino et al., 2002) represents a systematic effect in our
formulation and that the range to the scattering centres of the resolution
elements are precisely known. We model the phase contribution due to orbit
errors and DEM errors as deterministic terms, and assume their contribution
to the noise covariance model to be negligible. We will discuss the effects of
these terms again in Section 5.

Comparing with the model in Hanssen (2001), Equation 1 does not in-
clude an integer ambiguity term as we assume that the wrapped phase ob-
servations can be unwrapped accurately. For realistic modelling of phase
unwrapping errors, the spatial distribution of the coherent scatterers and the
gradients in time and space of the deformation signal needs to be taken into
account. The former is terrain-dependent and estimating the latter is the
goal of our time-series technique. Hence, without complicating our model,
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we assume that we have a reasonably dense network of coherent scatterers
and that the SAR images are acquired sufficiently often over an area that
is deforming at a reasonable rate, allowing the interferogram network to be
unwrapped consistently and accurately in space and time. This assumption
may not be valid under all circumstances but is needed at present to allow
our model to be mathematically tractable (Guarnieri and Tebaldini, 2007;
Rocca, 2007). We discuss the implications of ignoring phase unwrapping
errors in Section 5.

In typical InSAR time-series algorithms, the deformation phase (∆φdefo)
represents the primary signal of interest and is parametrized as a combination
of individual SAR phases depending on the connectivity of the interferogram
network (Berardino et al., 2002) or using a pre-determined dictionary of tem-
poral functions (Hetland et al., 2011) . All other phase terms in Equation 1
are considered to be nuisance or noise terms and contribute to our model
of the covariance matrix of the interferometric phase noise. Following Be-
rardino et al. (2002), we formulate our time-series inversion problem for all
the P pixels in our network as

∆φ1,i1,j1
ifg

...

∆φ1,iM ,jM
ifg

...

∆φP,i1,j1ifg
...

∆φP,iM ,jMifg


=

 A · · · 0
...

...
...

0 · · · A

·



φ1,1
SAR
...

φ1,N
SAR
...

φP,1SAR
...

φP,NSAR


+



φ1,i1,j1
n

...
φ1,iM ,jM
n

...
φP,i1,j1n
...
φP,iM ,jMn


(2)

where φx,iSAR represents the unwrapped SAR phase contribution from each
SAR scene to an interferogram (with respect to the mean SAR phase), A
represents the interferogram network incidence matrix (M ×N) and (ik, jk)
represent the master and slave scene indices for interferogram k. We note
that the formulation in Equation 2 is inclusive of the Persistent Scatterer
(PS) problem (e.g, Ferretti et al., 2001) which corresponds to the specific
case where only a common-master interferogram network is considered. We
also note that Equation 2 is a simplified form of the generic functional model
described in Section 3.1.3 of Hanssen (2001) for a network of interferograms.

We represent the unwrapped SAR phase contribution at pixel x in SAR
acquisition i as the sum of deformation, atmospheric phase screen and decor-
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relation components.

φx,isar = φx,idefo + φx,iaps + φx,idecor (3)

Subsequently, we rewrite Equation 2 as

∆φ1,i1,j1
ifg

...

∆φ1,iM ,jM
ifg

...

∆φP,i1,j1ifg
...
∆φP,iM ,jM


= A·



φ1,1
defo

...

φ1,M
defo

...

φP,1defo
...

φP,Mdefo


+ A·



φ1,1
aps

...
φ1,M
aps

...
φP,1aps
...
φP,Maps



+ A·



φ1,1
decor

...

φ1,M
decor

...

φP,1decor
...

φP,Mdecor


+



φ1,i1,j1
n

...
φ1,iM ,jM
n

...
φP,i1,j1n
...
φP,iM ,jMn


(4)

where A = IP,P ⊗A represents the block diagonal matrix resulting from the
kronecker delta product, ⊗, of an identity matrix of size P , IP,P , and the
network incidence matrix A. φdefo represents the SAR phase contribution
due to surface deformation, φaps represents the phase contribution from the
atmospheric phase screen and φdecor represents the phase noise due to decor-
relation in the SAR phase of each of the acquisitions. The SAR phase terms
in Equation 4 represent deviations from the pixel-wise averages and not the
absolute phase contributions. The representation of phase terms other than
deformation as zero-mean random variables is reasonable as the common bias
terms for each of these cancel out when computing the interferometric phase.
Following (Zebker and Villasenor, 1992), we vectorize Equation 4 in the ab-
sence of surface deformation and rewrite phase noise in an interferometric
network as

∆φifg = A·φaps + A·φdecor + φn . (5)

We tabulate all the mathematical symbols and notation used here in Ap-
pendix A.
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4. Covariance model

All the terms in Equation 5 have distinct spatio-temporal characteristics
(Hooper, 2006) that allows us to estimate their relative contributions from a
set of observed interferometric phases. The atmospheric phase screen (φaps)
in every SAR scene (not just interferograms) is correlated over space but un-
correlated in time for scenes with time-separation longer than approximately
a day (Emardson et al., 2003). Phase noise due to the scatterers (φdecor) in a
resolution element is correlated for interferograms with common SAR acquisi-
tions but is uncorrelated spatially. φn represents the combined contribution
of all uncorrelated noise sources in each interferogram and is uncorrelated
over space and time. The phase components in Equation 5 are statistically
independent as they represent unrelated physical processes. Consequently,
the total covariance matrix (for all pixels in all the interferograms), Σifg, as

Σifg = Σaps + Σdecor + Σn . (6)

Equation 6 is the same stochastic model presented in Hanssen (2001). Hanssen
(2001) referred to the atmospheric phase screen component as Cs and com-
bined Σdecor and Σn into Cϕ, as he did not distinguish between decorrelation
phase noise and processing errors. Cs and Cϕ represent the spatially cor-
related path delay component and the scatterer noise components of the
interferometric phase error, respectively.

4.1. Atmospheric Phase Screen

The dominant contribution to the path delay component of phase error
in many interferograms is from the spatial heterogeneity of the wet compo-
nent of atmospheric refractivity, resulting in excess path length of the radar
signal propagating through the neutral atmosphere (Goldstein, 1995; Emard-
son et al., 2003; Onn and Zebker, 2006). The atmospheric phase signal varies
gradually over space and is often modelled as a long wavelength component in
unwrapped phase (Onn and Zebker, 2006; Hooper, 2006). The spatial covari-
ance function for interferometric phase has been studied in detail (Hanssen,
2001; Lohman and Simons, 2005; Knospe and Jónsson, 2010) and can be
derived from the data itself. The structure function can be easily derived for
coherent interferograms with short temporal baselines that are not affected
by significant deformation. However, their method cannot be applied to all
types of terrain and interferograms affected by large deformation events.
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Alternately, Emardson et al. (2003) used GPS data to empirically deter-
mine the average delay structure function due to the troposphere as

σx,yaps = c · Lαx,y + k ·Hx,y . (7)

where σ2
x,y is the variance of the difference in SAR atmospheric phase be-

tween pixels x and y, Lx,y represents the distance between the pixels and
Hx,y represents the difference in altitude between the pixels. The structure
function (Equation 7) can be directly related to the covariance function (ηx,yaps)
of atmospheric phase of two pixels x and y as

ηx,yaps =
1

2
·
[(
σx,refaps

)2
+
(
σy,refaps

)2 −
(
σx,yaps

)2
]
. (8)

If the interferograms were calibrated using a set of independent geodetic ob-
servations like a GPS network and without an explicit reference region, we
would use the covariance model directly derived using techniques suggested
by Hanssen (2001) and Lohman and Simons (2005) to compute ηx,yaps in Equa-
tion 8.

Given a functional form for ηx,yaps, the covariance matrix for the atmospheric
phase components in an individual SAR acquisition can then be written as

Σsar
aps =

 η1,1
aps · · · η1,P

aps
... ηx,yaps

...
ηP,1aps · · · ηP,Paps

 (9)

where Σsar
aps is of size P × P . Assuming that the atmospheric conditions

are temporally uncorrelated and the spatial covariance structure remains the
same in any SAR acquisition, the atmospheric phase covariance matrix for
the entire network can be written as

Σaps = A ·
[
Σsar
aps ⊗ IP,P

]
·AT

. (10)

This equation can be suitably modified if the parameters governing the func-
tional covariance model (Equation 8) for each SAR acquisition are known.
Alternatively the interferograms themselves can be directly analyzed to esti-
mate the covariance function (ηx,yaps) using a network approach (Biggs et al.,
2007; González and Fernández, 2011). The derivation of Equation 10 is sim-
ilar to the one presented in Emardson et al. (2003) and has been extended to
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include all the coherent pixels simultaneously in order to exploit the spatially
correlated nature of the atmospheric phase screen.

InSAR phase measurements are typically correlated over a scale of a kilo-
meter or two (Hanssen, 2001; Emardson et al., 2003; Lohman and Simons,
2005). Consequently, Σaps matrix is made up of large number of non-zero
elements and cannot be efficiently represented as a sparse matrix. Our atmo-
spheric phase covariance is consistent with the model suggested by Hanssen
(2001).

4.1.1. Ionospheric effects

In deriving our covariance model for the atmospheric phase screen, we
have currently neglected path delay introduced by ionospheric heterogeneities
which can behave significantly differently compared to the troposphere (Chapin
et al., 2006; Meyer, 2010; Meyer and Watkins, 2011). A fundamental differ-
ence is that the ionospheric contributions are strongly dependent on the
sensor wavelength, whereas the tropospheric delay component is almost in-
dependent of wavelength. In the future, we expect to be able to mitigate
ionospheric effects to a large extent using a multi-frequency approach (Meyer,
2010; Rosen et al., 2010).

4.2. Decorrelation

The achievable accuracy of any SAR interferogram is affected by temporal
decorrelation caused by change in surface scattering properties over time,
geometric decorrelation or spectral misalignment of received echoes due to
different imaging angles and radar receiver noise (Zebker and Villasenor,
1992; Bamler and Just, 1993). The amount of phase noise affecting the
interferometric phase measurement at pixel x in an interferogram composed
of SAR acquisitions with indices i and j is commonly characterized by its
coherence (γx,i,j) defined as

γx,i,j =
‖E
(
zx,i · z∗x,j

)
‖√

E (‖zx,i‖2) · E (‖zx,j‖2)
(11)

where zx,i and zx,j represent the complex return for pixel x in SAR acqui-
sitions with indices i and j, and E (·) represents the expectation function.
A coherence value of one indicates noise-free observations whereas a value
of zero indicates pure noise observations. The coherence as estimated using
Equation 11 has been shown to be biased towards higher values (Touzi et al.,
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1990) and often needs to be corrected before use for practical applications.
Assuming gaussian scatterers the coherence values can be related to inter-
ferometric phase standard deviation using the Cramer-Rao bound relation
(Rodriguez and Martin, 1992)

γx,i,j =
1√

1 + 2 · L · σx,i,j∆φ

2
(12)

where L represents the number of looks used to estimate the coherence and
σ∆φ is the associated interferometric phase standard deviation. We prefer
to use the observed phase standard deviation to characterize phase noise
directly as it can be directly used for building covariance matrices. To re-
duce the effect of gradients introduced by deformation or orbital errors, the
observed phase values are corrected for a local slope component over the es-
timation window before the standard deviations are estimated (Zebker and
Chen, 2005). The coherence estimate is assumed to be independent of the
atmospheric phase screen as the physical scale of the atmospheric signal (1-
2km) is much larger than the estimation window (100-200 m).

Hanssen (2001) preferred to model decorrelation noise (φdecor) terms using
spatially and temporally uncorrelated random variables. This assumption
also lies in the heart of short baseline techniques e.g, Berardino et al. (2002).
However, not all components of decorrelation noise are uncorrelated. We
illustrate this with an example.

Assume we use a set of interferograms generated from four SAR images
(labelled A, B, C and D) representing a set of tandem multi-baseline acquisi-
tions as shown in Figure 1. For resolution cells characterized by distributed
scatterers, Zebker and Villasenor (1992) showed that coherence for any pair
is a function of the separation between the antenna centers of the receivers
and is not affected by temporal decorrelation. The total spatial decorrelation
affecting the pair BC also affects the pair AD, though they do not share any
common SAR acquisitions. This simple example illustrates that the phase
noise terms affecting the interferograms BC and AD are correlated. The
covariance in the decorrelation phase for two interferograms is given by

cov (φij, φkl) = σ2
φpq · I (B⊥,pq) where B⊥,pq = B⊥,ij ∩B⊥,kl (13)

where i, j, k, l represent SAR scene indices, B⊥,pq represents the geometric
overlap in the baselines of pairs (i, j) and (k, l), B⊥,ij represents the per-
pendicular baseline of interferogram (i, j) with respect to a single master
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Resolution Element

BD

AC

A

D

B

C

Scatterer

Resolution Element

CD

AB

A

D

B

C

Scatterer

Overlap in 
baseline space

No overlap in 
baseline space

Figure 1: Example geometry of multi-baseline tandem SAR acquisitions - A, B, C and
D represent the receiving antenna centers. We use this example configuration to argue
that noise in interferograms AC and BD are correlated even though they do not share
any common acquisitions, due to the overlap in baseline space. Interferograms AB and
CD would not share common decorrelation noise terms as they do not overlap in baseline
space.
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acquisition, σ2
ij represents the phase noise variance of pair (i, j) and I(·) rep-

resents the indicator function which is one if the baselines overlap or zero
otherwise. The covariance matrix corresponding to our example in Figure 1
as given by Equation 13 is

φ
T

= [φAB φAC φAD φBC φBD φCD]T

Σdecor = E
[
φ · φT

]

=


σ2
AB σ2

AB σ2
AB 0 0 0

σ2
AB σ2

AC σ2
AC σ2

BC σ2
BC 0

σ2
AB σ2

AC σ2
AD σ2

BC σ2
BD σ2

CD

0 σ2
BC σ2

BC σ2
BC σ2

BC 0
0 0 σ2

BD σ2
BC σ2

BD σ2
CD

0 0 σ2
CD 0 σ2

CD σ2
CD

 (14)

A similar argument can be made for the temporal decorrelation noise term
when four SAR scenes (A, B, C and D) are acquired from the same point
in space a few days apart such that they are not affected by spatial decor-
relation. Assuming a Brownian motion model (Zebker and Villasenor, 1992;
Rocca, 2007), the temporal decorrelation noise affecting the interferometric
pair BC also affects the interferometric pair AD as they share a common time
interval. Consequently, the decorrelation noise for these two pairs are corre-
lated even though they share no common SAR scenes. For this example, the
covariance matrix for the temporal decorrelation noise has the same structure
as Equation 14. In this section, we derive a model for phase noise covariance
that is consistent with observed baseline and temporal decorrelation effects.

Hanssen (2001) used the Gaussian signal model to describe the interfero-
metric phase variance as a function of the observed interferometric coherence.
However, the fact that high interferometric coherence also suggests that the
decorrelation phase terms for the SAR acquisitions are similar or highly cor-
related was not highlighted. Subsequently, it was assumed that the decor-
relation phase terms were independent in all the interferograms. We have
already argued that the SAR decorrelation phase terms must be correlated
to be consistent with observed geometry/temporal baseline effects, i.e, the
scatterer noise increases with increasing baseline and time-separation be-
tween acquisitions (Zebker and Villasenor, 1992). We show that it is possible
to derive an approximate covariance matrix that is consistent with geometric
and temporal baseline effects in three steps:
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1. We first populate a SAR decorrelation phase correlation matrix (Ωx
sar)

for a single pixel x using a coherence model as follows

Ωx
sar =

 1 γx,1,2 · · ·
γx,i,j 1 · · ·

...
... 1

 (15)

Zebker and Villasenor (1992) suggested the following form for the co-
herence model

γx,i,j = γspatial · γtemporal · γthermal (16)

Our formulation can accommodate any general form of the coherence
function (not necessarily stationary) to account for time-dependent
phenomena like seasonal variation in the nature of scatterers (Lauk-
nes et al., 2010). In general, we assume coherence to be a function of
the two SAR acquisition times and the perpendicular baseline for each
pixel.

γx,i,j = ζ (ti, tj, B⊥,ij) (17)

We use the singular value decomposition to generate a positive semi-
definite approximation of Ωx

sar if needed.

2. Assuming that the scatterer noise levels are the same in every SAR
acquisition, we transform this matrix into a pseudo-correlation matrix
for interferometric phase of a single pixel x using the incidence matrix
as

Ω̃x
ifg = A ·Ωx

sar ·AT (18)

Theoretically, Ω̃x
ifg is not a correlation matrix as the matrix elements

are not normalized to lie in the interval [−1, 1].

3. We again use the pseudo-correlation estimates to scale the InSAR cor-
relation matrix to the InSAR covariance matrix using

Σx
decor = D · Ω̃x

ifg ·D

D =



σ
x,i1,j1
∆φ√

Ω̃xifg(1,1)
0 0

...
σ
x,ik,jk
∆φ√

Ω̃xifg(k,k)

...

0 0
σ
x,iM ,jM
∆φ√

Ω̃xifg(M,M)

 (19)
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where σx,ik,jk∆φ represents the InSAR phase standard deviation in the kth

interferogram (Equation 12) and Ω̃ifg
x (k, k) represents the kth diagonal

element of Ω̃ifg
x . This step ensures that the diagonal terms of Σx

decor

corresponds to σx,i,j∆φ

2
and hence, consistent with our coherence model.

The complete covariance matrix for all the pixels in the network can be
then be written as

Σdecor =

 Σ1
decor 0 0
... Σk

decor

...
0 0 ΣP

decor

 (20)

From Equation 20, it is clear that Σdecor has a block diagonal structure and
can be efficiently represented as a sparse matrix. This approach is only
true when the resolution of the SAR system is same as the pixel spacing
(Hanssen, 2001). If the pixel spacing is smaller than the imaging resolution,
neighboring pixels are bound to be correlated. Also, the impulse response of
a point target on the ground in a SAR image is represented by a sinc function
(Cumming and Wong, 2005) and the observations from adjacent pixels may
be correlated. Such an effect is particularly observed in urban areas with
strongly reflecting structures (Cumming and Wong, 2005). However, we
currently ignore this effect in our simple model.

Σaps term is commonly used in the covariance model when setting up
parametric inversions of InSAR phase observations (Biggs et al., 2007; Het-
land et al., 2011) but Σdecor is often ignored primarily because:

1. Conventional time-series techniques, e.g persistent scatterers (Ferretti
et al., 2001) and small baseline subset Berardino et al. (2002), operate
on a subset of pixels that are coherent through out an interferogram
network. Σx

decor is negligible for a pixel that is consistently coherent
over a network of interferograms because the entries of matrix Ω̃x

ifg

and σx,i,j∆φ , all tend to be nearly zero. We demonstrate this with a
numerical example in Appendix B.

2. The interferograms are often filtered in the spatial domain before anal-
ysis for many geophysical applications that focus on estimating relative
deformation at a scale of few kilometers and are willing to compromise
on the finer details on the scale of few meters (Goldstein and Werner,
1998; Baran et al., 2003). The adaptive filtering process, artificially
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boosts the coherence of the interferometric phase observations by re-
ducing the resolution and the associated interferometric phase variance.
An example of this artificial boosting of coherence is shown for a C-
band interferogram in Figure 2. Use of filtered interferometric products
presents a strong case for using observed interferometric phase variance
for quantifying noise as opposed to traditional InSAR coherence (Equa-
tion 11).

Modeling and using Σdecor is most useful in the case of estimating deformation
parameters from partially coherent scatterers (Perissin and Wang, 2011),
which is beyond the scope of this manuscript. Σdecor represents a natural
weighting matrix that values coherent InSAR phase observations more than
the noisy observations (see Appendix B for an example). Our model of
decorrelation noise motivates the beneficial effect of filtering interferograms
for time-series InSAR studies over large areas.

4.3. Uncorrelated noise

φn represents the vector of uncorrelated phase noise terms affecting inter-
ferometric phase measurements at all pixels and in all the interferograms of
the network (Equation 5). Ideally from an information theory point of view,
a given redundant interferogram network contains the same amount of infor-
mation as any other connected interferogram network, as the corresponding
incidence matrices

(
A or A

)
have the same rank.

However, in practice, the same interferogram produced in different master
geometries differ by a small random phase component that is spatially uncor-
related. Same interferograms produced using different InSAR processors also
differ by a small random phase component. Hence, we include the uncorre-
lated noise term in our interferometric phase model (Equation 5). Hanssen
(2001) attributed this error term to coregistration and interpolation errors
during processing, and assumed it to be uncorrelated in space and time.

Σn in Equation 6, thus has a diagonal matrix structure in our model.
The magnitudes of the diagonal entries in this work have been determined
empirically by comparing the phase difference between an interferogram and
another obtained by switching the slave and master. Table 4.3 tabulates the
phase noise values for various interferograms computed for a set of ALOS
PALSAR interferograms over Parkfield, CA as estimated using the Stanford
University mocomp processor (Zebker et al., 2010).
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Figure 2: Example of improvement in perceived coherence due to adaptive filtering of inter-
ferograms. The data corresponds to pair of Envisat SAR scenes (Track 256, Frame 2889)
acquired on Feb 24, 2006 and Feb 29, 2008. The interferogram was filtered using a Gold-
stein filter (Goldstein and Werner, 1998) of strength 0.6. The estimated phase variance
was transformed to equivalent coherence assuming Gaussian scatterers (Equation 12).
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Table 2: Standard deviation in radians of uncorrelated phase noise sources in an inter-
ferogram for a set of L-band ALOS PALSAR interferograms (Path 220, Frame 710) over
Parkfield, CA.

Master date Slave date Bperp Phase noise
(yyyymmdd) (yyyymmdd) (m) (in radians)

20070909 20071025 410 0.22
20071025 20071210 98 0.16
20071227 20080211 932 0.47
20080211 20080328 102 0.19
20081113 20081229 39 0.45
20090614 20090730 159 0.43

4.4. Properties of Σifg

Following are the characteristic properties of Σifg :

• Σifg cannot be efficiently represented as a sparse matrix, primarily due
to the non-sparse structure of Σaps.

• Σaps (Section 4.1) and Σdecor (Section 4) are not full rank for a con-
nected network of interferograms since, they are computed using linear
transformations involving matrices A or A which are not full rank.
However, the diagonal structure of Σn (Section 4.3) ensures that the
total covariance matrix Σifg is full rank and hence, invertible for any
connected subset of all possible interferograms.

• Like any general covariance matrix, Σifg is symmetric. Its full rank
property also ensures that it is positive-definite. These properties allow
us to design a simple and efficient method to efficiently prune and
augment interferogram networks (Agram and Simons, 2012).

5. Discussion

In Section 3 and Section 4, we described our proposed noise covariance
model in detail. In this section, we discuss the implications of the various
aspects of our noise-covariance model on InSAR time-series estimates.
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5.1. Exploiting spatial correlation
We described a simple model in Section 4 to derive the noise covariance

matrix over space and time for interferometric phase observations. The most
important aspect of our noise covariance model is that phase noise is corre-
lated over the spatial domain in interferograms. Consequently, our under-
standing of deformation at the pixel scale can be significantly improved if we
take into account information from neighbouring pixels. Conventional time-
series InSAR approaches, both PS and SB, rely on individual pixel-based
inversion techniques for computational tractability. As a result, the esti-
mated parameters are also affected by noise with the same spatial structure
as the one derived in our covariance model.

Recently developed methods, like the Multi-scale Interferometric Time-
Series (MInTS) technique (Hetland et al., 2011), attempt to exploit the
spatially correlated nature of the atmospheric signal. The interferometric
observations are transformed into wavelet space, where the coefficients are
less correlated in space and over scale. Consequently inversion of wavelet
coefficients various spatial scales is more effective compared to the direct
inversion of interferometric observations themselves. The MInTS approach
results in the diagonalization of the covariance matrix over the spatial do-
main resulting in significant reduction of spatially correlated error terms in
the estimated time-series parameters while still allowing for an reasonably
efficient implementation of parameter estimation for large data sets.

We illustrate the strength of wavelets using an example network of 80
ERS and Envisat interferograms (Track 27, Frame 2871, descending geome-
try) acquired over the creeping section of the San Andreas fault in Central
California and spanning the time-period from November 1992 to July 2004
(Figure 3).

We used a threshold of 0.25 on the coherence value of pixels in each in-
terferogram and restricted our analysis to pixels that were coherent in all
interferograms. The deformation was modelled as a combination of a con-
stant velocity term and sinusoidal terms with a time period of one year.
First, we applied a parameterized inversion in the temporal domain (Hetland
et al., 2011), hereby referred to as Timefn, technique to estimate the tempo-
ral model parameters on a pixel-by-pixel basis. We also applied the MInTS
approach, i.e parameterized inversion in the temporal domain of the wavelet
coefficients of the interferograms, on the same dataset. To reduce the impact
of the decorrelation noise on our results, we used the same set of filtered
interferograms and coherent pixels for our MInTS and Timefn analysis. We
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Figure 3: LOS velocity map derived using the Timefn (left) and MInTS (Middle) tech-
niques. A temporal model consisting of a constant velocity term and sinusoidal terms with
a period of one year was used to invert the dataset. The difference between the datasets
is also shown (Right). The standard deviation of the LOS velocity over the entire image
is approximately 1.8 mm/yr.
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Figure 4: Estimated uncertainties in the LOS velocity map derived by applying a jackknife
technique based on SAR acquisitions for Timefn (left) and MInTS (Right) techniques.
The estimated variance of the LOS velocity estimates is reduced by 4 dB on average when
spatial correlation between deformation is taken into account (Figure 5).

also used a temporal covariance model for inverting the data in the temporal
domain in both the approaches (Emardson et al., 2003). The spatial covari-
ance model for the wavelet coefficients in the MInTS processing is beyond the
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scope of this paper. To estimate the uncertainty in our time-series estimates,
we used a jackknife statistical approach. Sub-networks were constructed from
the original interferogram network by excluding one SAR scene at a time, and
the linear velocity and seasonal sinusoidal terms were re-estimated for each
of the sub-networks. The standard deviation of the estimated time-series of
the sub-networks represents the corresponding uncertainty. All data analysis
was performed using the Generic InSAR Analysis Toolbox (GIAnT) (Agram
et al., Submitted), available for free at http://earthdef.caltech.edu. Fig-
ure 3 shows that both techniques estimate similar LOS velocity fields with
few differences.

Figure 5 shows the ratio of the estimated uncertainty associated with
the estimated time-series for our network of C-band interferograms using
Timefn and MInTS on a logarithmic scale. Figure 5 shows that accounting
for the spatially correlated nature of the atmospheric signal decreases the
uncertainty in estimated time-series by roughly 4dB. However, we do note
that such gains are only possible when large sections of the interferograms
are coherent.

5.2. Empirical corrections

Another technique that is gaining popularity in time-series InSAR stud-
ies is the use of GPS wet delay and meteorological data sets to estimate the
atmospheric phase screen and correction of interferograms before time-series
analysis (e.g., Delacourt et al., 1998; Onn and Zebker, 2006; Foster et al.,
2006; Cavalié et al., 2007; Jolivet et al., 2011). Auxiliary datasets like GPS
or meterological models can be used to correct biases introduced by the strati-
fied troposphere and the quality of these corrections are heavily dependent on
the spatial resolution of the auxiliary data sets used. Figure 6 shows an ERS
interferogram over Parkfield, CA that was corrected using the North Amer-
ican Regional Reanalysis (Mesinger et al., 2006) weather model and PyAPS
software (Jolivet et al., 2011; Agram et al., Submitted). We also show the
covariance function estimated before and after correction as estimated from
the data itself (Jónsson, 2002; Lohman and Simons, 2005) to emphasize that
auxiliary data does not account for effects of turbulence which contributes
most to the covariance estimates (Hanssen, 1998). If the corrections due to
the atmospheric model are not exact, it increases the covariance between
pixels at larger distances as seen in Figure 6. The increased covariance at
large distances is due to the fact that the phase corrections over the entire
scene are derived from a fine set of meteorological grid points. Hence, a
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Figure 5: Ratio of the estimated uncertainties in LOS time-series using the SBAS and
MInTS techniques for all pixels and all time-epochs. A jackknife approach based on the
SAR acquisitions was used to determine the uncertainties.
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MInTS-like approach (Hetland et al., 2011) would still be needed to diago-
nalize the covariance structure. Our observation of increased covariance over
large distances also holds true for the case when the stratified tropospheric
delay corrections (Lin et al., 2010; Lauknes et al., 2010) or the orbital ramp
functions are determined empirically from the data itself. Using a wrong set
of coefficients for either type of empirical corrections, introduces correlation
between phase observations separated by large distances.

5.3. Decorrelation noise

Emardson et al. (2003) pointed out that the atmospheric phase screen
will contribute to correlated noise between pairs of interferograms with com-
mon SAR images. We further argue that the scatterer noise terms could
be correlated across interferograms that span some common time interval
for consistency with single interferogram decorrelation models (Zebker and
Villasenor, 1992). We described a simple way to derive a model the covari-
ance matrix for scatterer noise in Section 4.2. Incorporating the decorrela-
tion noise covariance can potentially allow us to develop better time-series
algorithms that exploit partially coherent scatterers. Our model for decor-
relation covariance also allows us to formally explain the motivation behind
using short baseline interferograms for time-series analysis (Berardino et al.,
2002). Recent work by Hooper (2008) and Ferretti et al. (2011), further illus-
trates the need for using networks with short temporal and spatial baseline
interferograms to improve time-series estimates for deformation studies. As
explained in the example in Appendix B, the contribution of the scatter noise
term is negligible for a set of coherent observations.

5.4. DEM error

In deriving our covariance model, we have assumed that the contribu-
tion of the DEM error term is a systematic effect and can be estimated
from the data itself for tractability. However, this is not always true. In
case of a sensor that exhibits a systematic drift in baseline with time, like
ALOS PALSAR, the perpendicular baselines are correlated with the tempo-
ral baseline causing leakage between the velocity and DEM error estimates
(Samsonov, 2010). DEM error term also has an important effect when es-
timating time-series using partially coherent scatterers (Doin et al., 2011;
Perissin and Wang, 2011). The correlation between the temporal baseline
and the perpendicular baseline vectors, an indicator of trade-off between the
parameters, potentially changes for each pixel. Consequently, the uncertainty
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Figure 6: Comparison of the spatial phase covariance structure before and after correction
using a NARR reanalysis based estimate of differential path delay due to temporal varia-
tions in the stratification of the atmosphere (Jolivet et al., 2011) over Parkfield, CA for an
ERS interferogram spanning 1993-10-26 to 1993-11-30. Deformation in this time-period is
assumed to be negligible. The interferogram was analyzed at a spatial resolution of 200 m.
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and the covariances associated with the inferred time-series parameters will
have different characteristics.

5.5. Phase unwrapping

From a purely statistical point of view, using all available interferograms
with the correct covariance information should decrease the uncertainty in
our deformation estimates. In practice, however, we are restricted by our in-
ability to reliably unwrap highly decorrelated interferograms. Subsequently,
we restrict ourselves to analyzing interferograms whose average coherence
exceeds a certain threshold assuming that they can be reliably unwrapped.
Our covariance model can potentially model the interaction between the
phase noise terms in a network of interferograms, allowing us to potentially
develop better statistical cost models (Chen and Zebker, 2001) for phase
unwrapping.

5.6. Noisier SAR acquisitions

In our examples, we assumed that the noise in all SAR images are statisti-
cally similar. Our framework allows us to modify the interferogram networks
suitably to compensate for noisier SAR acquisitions. It should be noted that
reducing uncertainty in velocity and estimated deformation at a particular
time instance can be competing objectives. In case of the former, the inter-
ferograms involving the noisier SAR observations tend to be pruned from the
network in the attempt to improve a global estimate whereas in case of the
latter, the number of interferograms involving the noisier SAR images need
to be increased to reduce the uncertainty of the deformation estimate at the
corresponding time epochs.

5.7. Persistent scatterers

All the examples and interferogram networks presented in this manuscript
so far have dealt with distributed scatterers and the Gaussian signal model
(Lee et al., 1994; Just and Bamler, 1994). Our technique can easily be ex-
tended for persistent scatterer analysis by using the phase statistics corre-
sponding to the constant signal model (Ferretti et al., 2001; Agram, 2010)
and suitably modifying the decorrelation model in Equation 17.
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6. Conclusions

Most current time-series InSAR techniques operate under the assumption
that interferometric phase observations are spatially and temporally inde-
pendent. In this paper, we have built on simple models that describe phase
statistics in single interferograms and developed a simple noise covariance
model that shows that phase observations are both spatially and temporally
correlated. Our model extends the work of Hanssen (2001) by formally de-
riving the covariance for interferograms with common SAR acquisitions from
first principles. The most important implication of our covariance model is
that accounting for spatial correlation in the inversion process can signifi-
cantly improve the InSAR time-series parameter estimates (Hetland et al.,
2011). We have also extended decorrelation models of individual interfero-
grams (Zebker and Villasenor, 1992) to describe the phase noise statistics in
a network of interferograms. The decorrelation covariance model can poten-
tially be used to improve the spatial coverage of current time-series InSAR
techniques by allowing us to better exploit the information from partially
coherent scatterers.
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A. List of symbols

N Number of SAR acquisitions.
M Number of interferograms in the network.
P Number of coherent pixels in time-series analysis.
A Incidence matrix corresponding to the interferogram

network of size M ×N .
IP,P Identity matrix of order P .
A Block diagonal matrix (PM × PN) obtained by repeat-

ing IP,P ⊗A.

∆φx,i,jifg InSAR phase of pixel x in IFG of SAR acquisitions with
indices i and j.

∆φx,i,jdefo Contribution of deformation in InSAR phase of pixel x
in IFG of SAR acquisitions with indices i and j.
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∆φx,i,japs Contribution of atmospheric phase screen in InSAR
phase of pixel x in IFG of SAR acquisitions with indices
i and j.

∆φx,i,jdecor Contribution of decorrelation factors in InSAR phase of
pixel x in IFG of SAR acquisitions with indices i and j.

φx,i,jn Noise from uncorrelated sources in InSAR phase of pixel
x in IFG of SAR acquisition with indices i and j.

φx,isar SAR phase that contributes towards the unwrapped in-
terferometic phase observations for pixel x in SAR ac-
quisition with index i.

φx,idefo Contribution of deformation in SAR phase of pixel x in
acquisition with index i.

φx,iaps Contribution of atmospheric phase in SAR phase of pixel
x in acquisition with index i.

φx,idecor Contribution from decorrelation sources in SAR phase
of pixel x in acquisition with index i.

∆φifg Vector of InSAR phases for all coherent pixels in all
interferograms (PM × 1).

φdefo Vector of SAR deformation phases for all pixels and all
SAR acquisitions (PN × 1).

φaps Vector of SAR atmospheric phases for all pixels and all
SAR acquisitions (PN × 1).

φdecor Vector of SAR decorrelation phases for all pixels and all
SAR acquisitions (PN × 1).

φn Vector of random phase noise for all pixels and all SAR
acquisitions in the IFG network (PM × 1).

Σifg Covariance matrix of InSAR phase of all pixels in the
IFG network (PM × PM).

Σaps Covariance matrix of atmospheric InSAR phase of all
pixels in the IFG network (PM × PM).

Σdecor Covariance matrix of decorrelation InSAR phase of all
pixels in the IFG network (PM × PM).

Σn Covariance matrix of uncorrelated InSAR phase noise
for all pixels in the IFG network (PM × PM).

σx,yaps Standard deviation of difference in atmospheric phase
screen between two pixels x and y

Lx,y The distance between two pixels x and y.
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Hx,y The difference in altitude between two pixels x and y.
ηx,yaps The covariance of atmospheric phase of two pixels x and

y in the same SAR acquisition.
Σsar
aps The covariance matrix of atmospheric phase of all pixels

in the same SAR acquisition.
γx,i,j Interferometric coherence of pixel x in IFG of SAR ac-

quisitions with indices i and j.
zx,i Complex signal return from a pixel x in SAR acquisition

with index i.
Ωx
sar Correlation matrix of decorrelation phases of pixel

xin all SAR acquisitions with respect to master scene
(N ×N). All the values of the matrix have been nor-
malized to lie in the interval [0, 1].

Ω̃x
ifg Pseudo-correlation matrix of InSAR decorrelation phase

of pixel x in the IFG network. The values have not been
normalized to lie in the interval [−1, 1].

σx,i,j∆φ Observed interferometric phase standard deviation
around pixel x in interferogram (i, j).

D Diagonal matrix used to normalize Ωx
ifg.

ζ (·) Decorrelation model that maps perpendicular baseline
and SAR acquisition times to interferometric phase stan-
dard deviation.

B. Coherence and decorrelation phase covariance

We demonstrate the applicability of our model to high and coherence
pixels using a simple set of 3 SAR scenes A, B and C. In the first case, we
assume that a pixel is coherent in all three interferogram pairs - AB, BC and
CA. In the second case, we assume that A and C represent summer SAR
acquisitions and B represents a winter SAR acquisition. Consequently, inter-
ferogram AC is more coherent than the pairs AB and BC. For our numerical
example, we assume 20 looks and use Equation 12 for mapping coherence to
phase standard deviation. A more accurate mapping from the coherence to
the phase standard deviation can be obtained using the probability distribu-
tion functions for interferometric phase from appropriate signal models (Just
and Bamler, 1994; Lee et al., 1994; Agram, 2010).
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A =


1 −1 0

0 1 −1

1 0 −1

→

AB

BC

CA


Case I Case II

Coherence in
SAR image
domain (Ωsar)


1 0.9 0.7

0.9 1 0.8

0.7 0.8 1




1 0.3 0.8

0.3 1 0.35

0.8 0.35 1


Standard phase
deviation from
coherence.
(σ∆φ)


0.012

0.028

0.052




0.506

0.358

0.028


Pseudo-
correlation
of the interfero-
grams. (Ω̃ifg)


0.2 0 0.2

0 0.4 0.4

0.2 0.4 0.6




1.4 −1.15 0.25

−1.15 1.3 0.15

0.25 0.15 0.4


Normalization
matrix (D)


2.12 0 0

0 1.41 0

0 0 1.08




0.46 0 0

0 0.52 0

0 0 1.41


Covariance ma-
trix (Σdecor)


0.012 0 0.014

0 0.028 0.031

0.014 0.031 0.052




0.506 −0.363 0.040

−0.363 0.358 0.021

0.040 0.021 0.028



From our example, it is clear that the contribution of decorrelation to
a coherent pixel covariance (Case I) is negligible. However, for a partially
coherent pixel (Case II), the noise terms cannot be ignored. Moreover, our
covariance model can capture the effects like the negative correlation between
interferogram AB and BC, that can potentially allow us to exploit the phase
information from these noisy interferograms.
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Abstract. Sequences of earthquakes are commonly represented as a succession of periods
of interseismic stress accumulation followed by co- and postseismic phases of stress release.
Because the recurrence time of large earthquakes is often greater than the available span of space
geodetic data, it has been challenging to monitor the evolution of interseismic loading in its
entire duration. Here, we analyze large datasets of surface deformation at different key episodes
around the Cholame, Parkfield, and creeping segments of the San Andreas Fault that show
evidence of significant deceleration of fault slip during the interseismic period. We compare the
average fault slip rates before and after the 2004 Mw 6 Parkfield earthquake, in the 1986-2004 and
2006-2012 periods, respectively, avoiding two years of postseismic deformation after 2004. Using a
combination of GPS data from the Plate Boundary Observatory, the SCEC Crustal Motion Map
and the Bay Area Velocity Unification networks and interferometric synthetic aperture radar from
the ALOS and ENVISAT satellites, we show that the area of coupling at the transition between
the Parkfield and Cholame segments appears larger later in the interseismic period than it does
earlier on. While strong plate coupling is uniform across the Parkfield and Cholame segments in
the 1986-2004 period, creep occurs south of the 2004 epicenter after 2006, making segmentation of
the San Andreas Fault south of Parkfield more clearly apparent. These observations indicate that
analyses of surface deformation late in the earthquake cycle may over-estimate the area of plate
coupling. A fault surface creeping much below plate rate may in some case be a region that does
not promote earthquake nucleation, but rather just be at a slower stage of its evolution. Large
variations of creep velocity above and below plate rate indicates that a cycle of weakening and
hardening can also be at play in areas of velocity-strengthening friction. Our analysis also shows
signs of large variation of slip velocity in the creeping segment, which is another indication that
interseismic velocity can exhibit complex variations in time.

1. Introduction

The Cholame, Parkfield, and creeping segments of
the San Andreas Fault (SAF) form the northern bound-
ary of the great M 7.9 1857 Fort Tejon earthquake and
its potential foreshocks [Wood , 1955]. The Cholame
segment was ruptured during the 1857 event [Sieh,
1978a] and there is evidence of three similar earth-
quakes since 1000 A. D. [Young et al., 2002]. Offset of
geological markers indicates a late Holocene slip rate
of 26.2 + 6.4/− 4.3 mm/yr near Parkfield [Toké et al.,
2011], and 33.9 ± 2.9 mm/yr near Wallace Creek [Sieh
and Jahns, 1984]. Since the last rupture, about 5 m of
slip deficit accumulated at crustal depths and Cholame
may soon be the host of another large devastating earth-
quake [Wesnousky , 1986]. The Parkfield segment is a
transition zone between the locked Cholame segment
and the creeping section to the northwest and is the
site of at least 6 Mw∼ 6 earthquakes since 1857 in 1881,
1901, 1922, 1934, 1966 and 2004 [Bakun and McEvilly ,
1984; Bakun and Lindh, 1985; Bakun et al., 2005]. Be-

cause of the short recurrence time of the Mw 6 earth-
quakes, between 12 and 38 years, Parkfield is an ideal
place to study the earthquake cycle and test the poten-
tial of earthquake forecast [e.g., Roeloffs and Langbein,
1994; Barbot et al., 2012]. The creeping segment, start-
ing a few kilometers north of the 1966 Mw 6 Parkfield
epicenter, has had no earthquakes larger than Mw 4 in
the past 65 years and has been creeping at depth at a
rate of 33 mm/yr, based on geodetic data in the 1969-
1976 period [Thatcher , 1979; Burford and Harsh, 1980].

It is important to understand the mechanics of fault-
ing at this crucial location of the SAF to address both
fundamental questions about earthquake physics and
mitigate seismic hazards, but many aspects of the kine-
matics of the SAF remain unexplained.

Shallow creep in the creeping section is high, but in
some places markedly slower than at greater depths [Thatcher ,
1979; Johanson and Bürgmann, 2005; Rolandone et al.,
2008; Ryder and Bürgmann, 2008]. The implications
of this shallow slip deficit is not fully understood and
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Figure 1. Area of study, including the Cholame-Carrizo,
Parkfield and creeping segments of the San Andreas Fault.
The 1966 and 2004 Parkfield and the 2003 San Simeon earth-
quakes are showed in green, red and blue stars, respectively.
The local topography/bathymetry is shown in grey profiles.
The subset of continuous GPS stations used in this study
is contained in the black dashed box. The footprints of the
ENVISAT, ERS and ALOS interferograms used in the study
are indicated by the colored boxes.

may be the result of stress build up released in earth-
quakes [Toppozada et al., 2002], spontaneously non-
steady fault slip due to a particular friction behavior
in a manner similar to slow slip events of slow earth-
quakes [e.g., Rogers and Dragert , 2003; Liu and Rice,
2005; Miyazaki et al., 2006; Ito et al., 2007], or transient
loading from earthquakes on neighboring segments [e.g.,
Ben-Zion et al., 1993].

Paleoseismic studies indicate that the 1857 Fort Tejon
earthquake was preceded by two foreshocks in an area
that includes the Parkfield and creeping segments [Sieh,
1978a, b; Toppozada et al., 2002]. There is a possibil-
ity that the foreshock activity includes events similar
to the Mw 6 earthquake sequence at Parkfield and that

these earthquakes can trigger a larger rupture along the
Cholame and Carrizo segments. Because many Park-
field earthquakes did not trigger a larger event, the
mechanics behind this scenario implies a soft barrier
between the Parkfield and Cholame segments, which
would function as an efficient arrest to rupture only on
occasion in history [e.g., Kaneko et al., 2010].

Recently, Barbot et al. [2012] presented a physical
model of earthquakes at Parkfield based on rate-and-
state friction that can explain many aspects of seismo-
logical and geodetic observations. The model assumes
that the seismogenic zone is delineated by persistent
streaks of seismicity and that the 1966 and 2004 events
started at the northern and southern boundaries of the
seismogenic zone, respectively. The southern end of the
seismogenic zone is not fully apparent from inversion
of geodetic data before the 2004 earthquake [Segall and
Du, 1993; Bakun et al., 2005; Murray and Segall , 2005],
and documenting the presence of this potential bound-
ary can have important implications on the mechanics
of the earthquake cycle at the Parkfield and Cholame
segments. In particular, it is important to know how the
series of Mw 6 earthquakes at Parkfield are arrested and
initiated at the southern end and what are the mechan-
ical properties of the boundary between the Cholame
and Parkfield segments.

To address these questions, we use geodetic data of
the interseismic period of the Parkfield earthquake cycle
(Fig. 1). We use average velocities of surface displace-
ment derived from analysis of continuous GPS times
series and interferometric synthetic aperture radar (In-
SAR). Many analyses of InSAR and GPS have been
successful at constraining slow interseismic deforma-
tion across faults [Wright et al., 2004; ?; Cavalié et al.,
2008; Jolivet et al., 2008; Elliott et al., 2011; Wang
et al., 2009; Fay and Humphreys, 2005; Lundgren et al.,
2009; Bell et al., 2011; Lindsey and Fialko, 2012; Jolivet
et al., 2012] and our work extends studies focused on the
northern termination of the central SAF section [Rolan-
done et al., 2008; Ryder and Bürgmann, 2008; Johanson
and Bürgmann, 2010]. Because the apparent interseis-
mic velocity can change appreciably during the inter-
seismic cycle [e.g., Tse and Rice, 1986; Lapusta et al.,
2000; Barbot et al., 2012; ?], we compare interseismic
fault slip rates before and after the 2004 Parkfield earth-
quake. This allows us to build a more complete picture
of the range of possible behavior in the interseismic pe-
riod.

The manuscript is organized as follows. In Sections 2
and 3, we describe the processing of InSAR data and our
inversion method. In Sections 4 and 5, we present the
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Table 1. Table of all SAR data used in this manuscript.

Sensor Geometry Track Frame NSAR NInSAR

Pre-earthquake (1992 - 2004)

ERS desc 27 2871 43 47

ERS desc 256 2889 41 80

ENVI asc 435 711 5 6

Post-earthquake (2006-2010)

ENVI desc 27 2871 23 34

ERS desc 256 2889 4 2

ENVI desc 256 2889 11 20

ENVI asc 435 711 22 66

ALOS asc 220 710 16 83

ALOS asc 219 700 16 59

fault slip rates in the 1986-2004 and 2006-2012 periods,
respectively. We discuss the implications for earthquake
mechanics in Section 6.

2. InSAR data and processing

In this work, we use a rich dataset of interferograms
constructed from SAR images acquired by the ERS,
ENVISAT and ALOS satellites and spanning more than
15 years. Figure 1 shows the frame boundaries of the 5
different sets of SAR images used in this study. All C-
band data, from the ERS and ENVISAT satellites, are
obtained from the WInSAR and the Earthscope ESA
SAR archives and the ALOS PALSAR data are ob-
tained from the Alaska SAR Facility’s (ASF) DAAC.
Pre-earthquake data (1992 to 2004) were mostly ac-
quired by the ERS-1 and ERS-2 satellites, whereas EN-
VISAT and ALOS satellites account for the dense tem-
poral coverage after the Parkfield earthquake (2006 to
2010). Table 1 summarizes all the SAR data used in this
work and the corresponding baseline plots are included
in Figure 2 and the supplementary materials.

Subsets of our large SAR data set have been used
in previously published studies over our region of inter-
est. Johanson et al. [2006] studied the coseismic and
immediate postseismic deformation after the Septem-
ber 28, 2004 Parkfield earthquake using Radarsat and
a more limited set of ENVISAT interferograms. Ryder
and Bürgmann [2008] applied stacking techniques to a
set of 12 interferograms covering the creeping section
of the San Andreas Fault (Track 27) and observed that
the study area (Figure 1) is characterized by absence

of strongly reflecting urban targets and severe decor-
relation due to vegetation. De Michele et al. [2011]
analyzed data from Track 256 to derive a detailed sur-
face velocity field prior to the Parkfield earthquake. We
increase the number of interferometric observations be-
fore the earthquake by including a larger set of inter-
ferograms from Track 27 and a few ENVISAT interfer-
ograms from Track 435 (See Table 1 and and Figs. 2,
A1, A2, A3, A4 and A9). The SAR images prior to
the earthquake were primarily acquired on descending
passes. The number of post-EQ C-band interferograms
per track is smaller than the corresponding pre-EQ data
set. However, ascending pass L-band images from the
ALOS PALSAR instrument, launched in 2006, makes
up for reduced number of observations by imposing bet-
ter geometric constraints.

2.1. InSAR Processing

The ERS and ENVISAT interferograms are indi-
vidually processed using the ROI-PAC package [Rosen
et al., 2004] and then co-registered against a master
ERS SAR scene. ERS scenes affected by the gyroscope
failure in 2001 are preprocessed to determine the cor-
rect doppler ambiguities before processing with ROI-
PAC. Despite monthly acquisitions, a large number of
the ERS-2 scenes acquired after 2001 could not be used
due to large doppler baselines. All the C-band interfer-
ograms are processed at a posting of roughly 100 meters
(4 looks in range and 20 looks in azimuth). The ALOS
PALSAR interferograms are processed using Stanford
University’s mocomp processor [Zebker et al., 2010] to
a common imaging geometry. All the FBD mode scenes
are upsampled to full resolution after focusing and be-
fore coregistration. The ALOS interferograms are also
generated at a posting of 100 meters (12 looks in range
and 28 looks in azimuth).

All the interferograms are filtered using a Gold-
stein filter [Goldstein and Werner , 1998] of moder-
ate strength and individually unwrapped using SNA-
PHU [Chen and Zebker , 2002]. All the post-EQ earth-
quakes are de-ramped using daily GPS solutions from
the SOPAC archive (sopac.ucsd.edu). All the pre-EQ
interferograms are de-ramped by removing the best fit-
ting plane from the unwrapped phase, due to the ab-
sence of continuous GPS stations between 1992-1994. A
large number of interferograms were initially generated
and only a subset (Table 1) with greater than 60% spa-
tial coverage (coherence greater than 0.25) over the en-
tire frame are retained for analysis with the Multi-scale
Interferometric Time Series (MInTS) technique [Het-
land et al., 2012].
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2.2. MInTS time series processing

We first analyzed the C-band interferogram stacks
using an integral spline formulation similar to Hetland
et al. [2012] and we observed that the associated un-
certainties are larger than 1 cm possibly due to 1) in-
sufficient redundancy of the C-band interferogram net-
works (compare number of coherent interferograms ver-
sus number of SAR images in Table 1) and 2) pres-
ence of independent sub-networks of coherent interfero-
gram clusters (supplementary material) particularly af-
ter 2001. Direct time-series estimation for the ALOS
PALSAR stacks is not carried out due to the limited
number of SAR acquisitions. We apply the MInTS tech-
nique to determine a constant line-of-sight velocity term
and a seasonal signal amplitude with a 1-year period
for each of the interferogram stacks at a spatial resolu-
tion of 100 m. Assuming a simplified temporal model
for deformation allows us to overcome the rank defi-
ciency issues arising due to disconnected interferogram
sub-networks. The MInTS technique has two advan-
tages: 1) it allows us to interpolate over small decorre-
lated regions in space and 2) it uses wavelets to reduce
the impact of atmospheric phase contributions in the
estimated deformation parameters. The interpolation
capability, allowed us to increase the number of viable
interferograms compared to other stacking techniques
applied over the same region. We also estimate un-
certainties associated with our simple temporal model
and use the information to mask out noisy pixels in
the velocity maps before modelling. Finally, all the In-
SAR data are down-sampled to a posting of 2 km before
modelling.

2.3. Estimation of uncertainties

We use a data-driven leave-one-out bootstrap ap-
proach [?] to determine the uncertainties in the esti-
mated temporal model parameters. These model pa-
rameters could represent piecewise linear functions [?]
leading to direct estimation of the deformation time-
series or a set of temporal functions as is typically used
in GPS processing [Bock et al., 1997; Wdowinkski et al.,
1997; ?] or MInTS [Hetland et al., 2012]. For each
frame, subsets of interferograms are generated by leav-
ing out observations corresponding to a SAR scene one
at a time, and a set of temporal model parameters are
estimated for each of the subsets. The mean and the
standard deviation of the estimated parameters are in-
terpreted as the nominal value and the associated un-
certainty.
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Figure 2. SAR acquisitions (triangles) and interferograms
(black segments) of ERS and ENVISAT data considered in
this study for track 256 and frame 2889. See Figs. A1, A2,
A3, A4 and A9 for a description of other SAR data used in
the study.

3. Joint inversion of GPS and InSAR
data

In this section, we explain our method to estimate
the distribution of slip rates on various faults using In-
SAR and GPS data simultaneously. The GPS aver-
age velocity is relative to an arbitrary reference frame,
which adds a component to the velocity vectors that
cannot be explained by local fault motion. Likewise,
InSAR LOS measurements are relative to an unknown
range and may suffer from orbital errors. We test two
methods to mitigate these effects. In a first method, we
include the reference frame of the GPS networks and
the orbital error of InSAR in the inversion so that the
effects of fault displacement and other contributions can
be separated. In a second method, we use the baseline
velocity between pairs of GPS stations and the gradient
of the LOS displacements to constrain fault slip.

3.1. Case of absolute GPS and InSAR velocity

For each period considered, we jointly invert InSAR
data from all tracks and GPS average velocities from up
to two separate networks for slip rate on faults, dilata-
tional opening of point sources and other non-tectonic
parameters. We estimate the optimal orbital errors and
GPS reference frames part of a global inversion where
slip on faults and other parameters are optimized simul-
taneously. The geodetic data reduction can be formu-
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lated as the minimization problem

m̃ = min
m

{
‖h−H m‖2

}
(1)

subject to

A m ≥ 0 (2)

bounded in the range l ≤m ≤ u, where m̃ is the vector
of optimized parameters, including fault slip rates, and
m is the model space. The target vector is formed by a
combination of data and constraints

h =

(
d

0

)
(3)

Similarly, the Hessian is a combination of the design
matrix G and the smoothing operator D

H =

(
G

D 0

)
. (4)

We use lower and upper bounds on the solution, l and
u, respectively, as a form of regularization to avoid spu-
rious numerical instabilities. We invoke the constraints
of eq. (2) to impose the rake of fault slip, while letting
non-tectonic parameters unbounded.

The data vector is a combination of the GPS hori-
zontal velocity components dGPS, and the InSAR LOS
measurements dSAR. When jointly inverting P InSAR
stacks and N GPS networks, we add a relevant sub-
script to the vectors, and form the global data vector
in series

d =



w dSAR
1

...

w dSAR
P

dGPS
1

...

dGPS
N


(5)

The InSAR data consist typically of a few thousand
points, while the GPS vectors, just a few hundreds. To
compensate for the difference in the number of point
measurements, we introduce a weight w on the InSAR
data. The model parameters are then organized as fol-

lows

m =



s

o1

...

oP

r1
...

rN


(6)

where s is a vector of slip rates on fault patches and
opening rates of dilatation sources (typically a few hun-
dreds of parameters). The vectors oi are three orbital
parameters for InSAR stack i and each ri contains two
reference frame parameters for GPS network i. Data
and model space are connected through the design ma-
trix

G =



wGSAR
1 wGorb

1

...
. . .

wGSAR
P wGorb

P

GGPS
1 Gref

1

...
. . .

GGPS
N Gref

N


(7)

where the weight w on InSAR data is taken into ac-
count. The GSAR and GGPS matrices are computed
using unitary slip on rectangular fault patches using
a combination of strike- and dip-slip prescribed by an
assumed rake of the slip vector. We use the analytic
expression of Okada [1985] for a homogeneous medium
or the semi-analytic solution of Wang et al. [2003] for
a layered model. We ignore the effects of lateral het-
erogeneities in the Earth’s crust that can also affect
distribution of slip velocity [e.g., Fay and Humphreys,
2005; Lundgren et al., 2009; Lindsey and Fialko, 2012].
For those patches that are infinitely long to represent
relative plate motion, we use the solution for a two-
dimensional buried screw dislocation

u =
1

π
arctan

( y
D

)
, (8)

where u is the surface fault parallel displacement, y is
the fault perpendicular coordinate and D is the lock-
ing depth, or the solution of Segall [2010] for a layered
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medium

u =
2

π

γ

1 + γ

[
arctan

y

D
+

∞∑
m=1

(
1− γ
1 + γ

)m

arctan
y

D + 2Hm

]
,

(9)
where H is the bottom depth of the top layer and
γ = µtop/µdown is the rigidity ratio. Here, we ignore the
viscoelastic effects [e.g., Johnson and Segall , 2004] and
the deep-seated deformation accommodated by both lo-
calized fault slip and more distributed strain are mod-
eled using elastic dislocation [Fay and Humphreys, 2005;
Lundgren et al., 2009].

The smoothing between slip patches is obtained
through a finite difference approximation L of the Lapla-
cian operator for irregular surfaces [Huiskamp, 1991;
Kositsky and Avouac, 2010]. Fault estate is separated
into K segments that are smoothed independently of
each other so we form the smoothing operator D as
follows

D = Λ


L1

. . .

LK

 (10)

The strength of smoothing Λ is determined based on
the resolution of fault patches. Using a singular value
decomposition, we first determine the resolution matrix
of the inversion

R = G†G (11)

where G† is the generalized inverse of the forward op-
erator obtained by truncated singular value decom-
position as a form of Tikhonov regularization [e.g.,
Pritchard et al., 2002; ?]. The eigenspectrum is trun-
cated at eigenvalues lower than a threshold defined as
the ratio of the expected noise to the expected fault
velocity (eq. 15). Then, the smoothing weight is deter-
mined from the following equation

Λii = λ1 + λ0 cos

(
πRii

2

)10

(12)

where the coefficients λ1 and λ0 + λ1 are obtained em-
pirically and correspond to the smoothing weights for
well- and poorly-resolved parameters, respectively.

3.2. The Case for GPS baseline velocity and
InSAR velocity gradients inversions

We now consider the inversion of the baseline velocity
between pairs of GPS stations and of the horizontal gra-
dient of the LOS data. For sufficiently small GPS net-
works, it is often sufficient to assume a constant vector
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the ones for the velocity and the noise is reduced by at least
a factor of two, leading in this case to about 15 more well-
resolved parameters.

to represent the velocity of the reference frame, but for
larger networks, a radial velocity and an Euler pole are
a more adequate representation. However, simultane-
ously inverting for these two parameters is not a linear
inversion, which complicates the analysis of large net-
works. It seems therefore advantageous to use the rel-
ative velocity between pairs of nearby stations as data
constraints. In general, taking the difference between
two time series of displacement increases the noise by a
factor of

√
2. But fortunately, as a strong component of

the noise in GPS time series is spatially correlated [Dong
et al., 2006; Williams et al., 2004; Langbein, 2008; ?],
time series of baseline displacements have a much re-
duced noise, here by a factor of ∼2.5 (Fig. 3).

To determine the baseline velocities and the LOS gra-
dient, we operate as follows. First, we perform of De-
launay triangulation of the point coordinates and iden-
tify the unique edges forming the triangular mesh. For
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GPS, each point is a GPS station; for InSAR, each point
is a coherent reflector. Then, we discard those pairs
separated by less than 500 m or by more than 50 km.
The difference between the velocities of two connected
points forms the basis of the data vector d in our inver-
sion. Because the velocity of the reference frame does
not contribute to the baseline velocities, the model pa-
rameters reduce to

m =


s

ō1

...

ōP

 (13)

where the relative range of the LOS is absent of the orbit
parameters ōi. The forward model of fault slip and di-
latation opening corresponds to the difference between
predicted displacements at each end of the connecting
edge and is marked by an upper bar symbol (̄ ). The
design matrix is written

G =



w Ḡ
SAR
1 w Ḡ

orb
1

...
. . .

w Ḡ
SAR
P w Ḡ

orb
P

Ḡ
GPS
1

...

Ḡ
GPS
N


(14)

An effect of using baseline data is to increase the num-
ber of lines in G by a factor of two to three. The rest
of the inversion procedure, such as the definition of A,
D, H and h, is the same as explained in Section 3.1.

The eigenvalues of the design matrix (14) is increased
by a factor of about

√
2 on average compared to the ones

obtained with definition (7) (Fig. 3). The increase in
sensitivity of the design matrix could compensate an in-
crease of the noise of the relative velocity. But because
the latter decreases, the result is an improved robust-
ness of the inversion to data noise, and an increased
resolution of model parameters. The number of well-
resolved model parameters can be estimated from the
eigenspectrum of the design matrix using the cut-off
eigenvalue [?]

λc =
σd
E[ṡ]

(15)

where σd is a characteristic noise level of the data
and E[ṡ] = 30 mm/yr is the expected value of fault
slip velocity. Using σd = 1 mm/yr for velocity and

σd = 0.4 mm/yr for baseline velocity, we find that inver-
sion using baseline velocity can resolve about 15 more
model parameters than the one using point-wise ve-
locity within their respective noise level (Fig. 3). In
addition, two model parameters per GPS network and
one for each InSAR image are removed from the model
space. As the inversion of baseline velocity offers signif-
icant improvements over the inversion of absolute veloc-
ity, we will only present results from the former method.
For illustration purposes, we present both the fit to the
baseline and absolute velocities. In the later case, the
best fitting velocity of the reference frame is estimated
in a post-processing step.

3.3. Bootstrap uncertainty estimation

To describe the sensitivity of the model parameters
to data noise, we use a bootstrap technique where we
perturb the data used in the inversion with a random
Gaussian noise. After generating and inverting N mod-
ified datasets, we can describe the statistics of a large
population of best-fitting models. In the following, we
use N = 100. This method allows us to describe the
model uncertainties including the effect of smoothing,
non-negativity constraints and data coverage that are
not included in other analytic estimates. For example,
if redundancy is large in the data, model parameters
may not be largely affected by data noise or potential
outliers. To identify the expected amplitude of noise on
a dataset basis, we estimate the data variance based on
the residuals of our best-fitting model.

4. Interseismic creep before the 2004
Mw 6 Parkfield earthquake

To estimate fault slip rates before the 2004 Mw 6
Parkfield earthquake, we combine GPS data from the
BAVU [d’Alessio et al., 2005] (Fig. 4A) and PBO net-
works (PBO compilation pbo.final snf01.vel released in
August 2011 and available at ftp://data-out.unavco.org,
Fig. 4B). We select the stations located within in a rect-
angular domain between point coordinates (−100,−80)
and (70, 60) expressed in kilometers relative to the refer-
ence coordinates (W120.3740, N35.8150). We comple-
ment these observations with the interferogram stacks
described in Section 2, using ascending and descending
ENVISAT acquisitions (Fig. 5). Before inverting, we
subsample InSAR data every 1 km and discard areas
deemed biased by noise or non-tectonic signals. We use
a cut-off value of the noise estimate when available but
we also reject some areas by visual inspection.

The surface displacements are assumed to be the re-
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Figure 4. A) Velocity field and forward model at the Bay Area Velocity Unification (BAVU) network [d’Alessio et al., 2005].
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and residuals are shown in Fig. A7. B) Velocity field and forward model at the EarthScope Plate Boundary Observatory
(PBO) network. Baseline velocity, forward model and residuals are shown in Fig. A6.

sult of slip on faults. We also include a dilatation source
below Paso Robles to account for reservoir extraction
in this area. We consider five fault segments, which
are discretized and smoothed independently of each
other. They are the San Simeon, Cholame, Parkfield
and creeping segments, complemented by the root of
the SAF, which consists of seven large patches and one
infinitely long fault with a locking depth of D = 13 km.
Because slip is allowed at shallower depth, this implies
that the locking depth is 13 km or less.

With the Cholame, Parkfield and creeping segments,
we represent a stretch of the SAF going from Wallace
Creek to the south, to 20 km north of Monarch Peak,
in the middle of the creeping segment. In a preliminary
study, we tested the necessity of allowing creep on the
La Panza, Rinconada and Lost Hills faults. Among
these, we found that only shallow creep were occurring
on the Lost Hill Fault, and that ignoring this effect had
little impact on the inversion results elsewhere.

We discretize the fault segments into rectangular
patches of varying size, with length and width increas-
ing with depth. The patch sizes on the San Simeon,
Cholame and creeping segments are chosen manually

so as to obtain a resolution above a critical value of
0.5 (Fig. A9). At Parkfield, we prefer to sample the
fault more finely, so as to obtain a better spatial reso-
lution. The geometry of the San Simeon segment is in-
spired from the work of Johanson and Bürgmann [2010]
and guided by seismicity and constraints from geodesy.
With the chosen discretization, the resolution is above
0.8 and 0.7 in the Cholame and creeping segments, re-
spectively. Resolution is close to one in the top 4 km at
Parkfield, but rapidly decrease at greater depth. The
San Simeon segment is a dipping fault and with the cho-
sen sampling this gives rise to a much increased reso-
lution, compared to neighboring vertically-dipping seg-
ments (Fig. A9).

We invert for fault slip, dilatation opening and other
non-tectonic parameters using the method described in
Section 3.2, using the relative velocity between pairs of
GPS stations and the gradient of InSAR data. The
results vary depending mostly on our choice of the
weight w put on InSAR and the choice of the under-
lying rigidity structure. Within a reasonable range, the
weight of smoothing influences little the results because
patches are overall large and well resolved. We therefore
chose a nominally small value to control the intensity
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and residuals are shown in Fig. A8.

of smoothing.

Our preferred model uses a weight on InSAR data
of w = 0.3 and a depth dependence of elastic moduli
prescribed by the Preliminary Reference Earth Model
(PREM) [Dziewoński and Anderson, 1981]. GPS data
is reduced by 94% and the variance reduction for InSAR
varies between 79 and 96%. The fit to the GPS velocity
of the BAVU network is shown in Fig. 4A. The forward
model explains the data well and there is no systematic
patterns in the residuals. The fit to the PBO veloc-
ity is shown in Fig. 4B. The same model explains these
data well. The horizontal velocity of the ITRF reference
frame is a by-product of our inversion and we find that
the PBO and BAVU solutions share the same reference
frame within 0.7 mm/yr. The observed, modeled and
residual baseline velocities are shown in Figs. A7 and
A6, for the BAVU and PBO networks, respectively. The
residuals in the near field are larger and result probably
from local effects (crustal structure, topography, dam-
age zone, and/or parallel fault strands) or to variations
of fault slip at finer scales than allowed in the inversion.

The fit to the InSAR data is shown in Fig. 5. For
simplicity, we show the absolute velocity and the LOS
displacements (as opposed to gradients). As the orbital
error is estimated in the inversion, we remove it from

the data for illustration purposes. The large wavelength
of the measurements is in general well explained, but
every interferogram stack shows a pattern of irregular
residuals. All of them show residual LOS velocity near
the SAF. When comparing the same data processed by
De Michele et al. [2011] and with MInTS, the residuals
show an opposite polarity. This gives us some confi-
dence that some of these residuals are due to atmo-
spheric noise, which is not completely eliminated from
the time series processing. The ALOS data also show
near-field residuals. These can be due to tropospheric
noise or local effects and, as only a few GPS stations
are present at this location, it is challenging to assess
the origin of this misfit. As GPS and InSAR absolute
velocities are not directly included in the inversion, it is
remarkable that they can be explained well by a mod-
eled tuned to other types of product.

The 2003 Mw 6.5 San Simeon earthquake ruptured
in the period of observation and was captured by 4 out
of the 89 interferograms used in the stack. The San
Simeon coseismic deformation is largely averaged out in
the stacking procedure, but its effect is likely to create
an apparent creep on the San Simeon segment (Fig. 7).
Based on this result alone, we cannot conclude that the
San Simeon is ongoing steady creep rates in the 1992-
2003 period.

The inferred creep rate along the SAF can be de-
composed based on overall behavior into three segments
(Fig. 7). The Cholame segment, to the south, appears
locked from its southernmost extension in the model to
north of the 2004 Parkfield epicenter. This result is con-
sistent with previous findings [Harris and Segall , 1987;
Segall and Harris, 1987; Segall and Du, 1993; Bakun
et al., 2005], where no southern termination of the Park-
field locked zone was clearly identified. In the Cholame
segment, the depth of the locked zone is poorly resolved
and may be deeper. But at least the first 13 km of the
fault seem unambiguously locked. The Parkfield seg-
ment shows a complex pattern of creep and locked re-
gions. A patchy distribution of shallow creep shows
some correlation with seismicity. And in general little
slip occurs in the middle of the seismic streaks iden-
tified by Waldhauser et al. [2004]. Some creep occurs
below the bottom seismic streak suggesting that micro-
seismicity at Parkfield marks a transition in fault be-
havior [Barbot et al., 2012]. Slip rates increase to the
north of the 1966 epicenter to transition to the creeping
segment. Surface creep at Parkfield is patchy, with iso-
lated regions of fault motion. To the north, the creeping
segment exhibit more widespread creep, but the veloc-
ity is not uniform, with some isolated areas appearing
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locked. The sliding rate between the North American
and the Pacific plates are inferred to be 33.8±2.2 mm/yr
across the SAF, with a slight increase below the creep-
ing segment.

It is informative to consider the uncertainty on fault
slip rates based on the bootstrap method described in
Section 3.3 (Fig. 7). These uncertainties reflect poten-
tial biases caused by data noise or insufficient data cov-
erage on the inversion and include the effect of the reg-
ularization and positivity constraints that may not be
accounted for by other estimates. The uncertainty is
larger at the edge of the domain covered by data, as
expected. But at other locations, the Cholame segment
exhibits an overall low uncertainty. In the Parkfield seg-
ment, uncertainties are large at depth, to the north and
at shallow depth. This indicates that data noise can af-
fect the estimation of shallow creep and that it may be
more widespread than inferred in the best fitting model.
The region surrounded by seismic streaks does not suf-
fer from large uncertainties, so the best fitting model
seems robust at this location. The creeping segment
suffers from large uncertainties, due mostly to insuffi-
cient redundancy in the surface coverage, which leads
to the possibility of outliers biasing the results. How-
ever, the apparent locked region between Mee Ranch
and Monarch Peak does not seem to be much influenced
by data noise and the estimated slip rates there seem
robust. The uncertainties on the San Simeon segment
are the greatest where the highest slip rates take place,
but smaller than half the estimated rates, so the results
seem to hold at this location.

Inference of deep interseismic velocity from GPS and
InSAR data can be subjected to bias from modeling as-
sumptions. For example, comparing with inversions as-
suming a homogeneous structure, we notice that ignor-
ing the depth dependence of rigidity leads to a system-
atic reduction of the deep velocity by about 2 mm/yr.
Relative weight of InSAR versus GPS data in the in-
version influences this result even more. Inversions with
InSAR weight w = 1 to 10 give rise to estimates of deep
velocity from 28.8 to 18.1 mm/yr and systematically
worsen the fit to GPS. This indicates that InSAR over-
all favors slower deep interseismic velocity than GPS.
Our preferred value of w = 0.3 gives rise to a deep
velocity of 33.8 mm/yr, in better agreement with the
geological slip rates of Toké et al. [2011] and Sieh and
Jahns [1984].

To explore the variability of fault slip further back
in time, we repeat our inversion using the large compi-
lation of surface velocity from campaign GPS surveys
compiled in SCEC Crustal Motion Map 4 (CMM4) com-

piled by Shen et al. [2011] and that started as early as
1986, which is 20 years after the 1966 Mw 6 Parkfield
earthquake. We find that all the CMM4 data can be ex-
plained by a very similar model of fault slip (Fig. A8).
This result indicates that the strong coupling from the
Cholame to far north into the Parkfield segment was
persistent for at least 20 years before 2004.

5. Interseismic creep after the 2004
Mw 6 Parkfield earthquake

The postseismic transient following the 2004 Mw 6
Parkfield earthquake is characterized by rapid afterslip,
with a relaxation time scale of about three months, and
a slower lower-crustal relaxation with a time scale of
one year [Johanson et al., 2006; Barbot et al., 2009;
Bruhat et al., 2011]. To avoid the contamination of
a strong postseismic transient, we look at geodetic data
two years after the 2004 event. Although there is a con-
tinuum between post- and interseismic deformation, we
focus our attention on this period where the deceler-
ation of surface displacements is less obvious and can
be considered the early interseismic stage. In the 2006-
2012 period, the PBO network has been greatly aug-
mented compared to its pre-2004 version, consisting of
about 80 permanent stations in the domain considered
(Fig. 8). The PBO network offers near- and far-field sta-
tions, which can place better constraints on the plate
convergence rate. The available InSAR catalog offers a
complete coverage with multiple look angles of the SAF
trace in our domain of interest (Fig. 1). However, in
the time period considered, less independent interfero-
grams are available (Table 1) and we can expect more
contamination by tropospheric noise. Furthermore, the
look direction of ascending orbits is almost perpendicu-
lar to the SAF so the ENVISAT descending stack is the
most sensitive to SAF displacements. We discard ALOS
LOS data north-east of Coalinga, Lost Hills and the 5
freeway due to the agricultural activity in Central Val-
ley that reduces coherence and increases non-tectonics
signals. Some data in all stacks are also ignored based
on a threshold on an estimate of the signal-to-noise ratio
obtained from MInTS. The increased coverage allows us
to sample the creeping segment more finely while keep-
ing a high inversion resolution (Fig. A11).

We simultaneously invert the PBO average velocity
field in the 2006-2012 period (Fig. 8) and data from
four InSAR tracks (Fig. 9). We use the same inver-
sion parameters as for the 1992-2004 period, includ-
ing smoothing strength, relative InSAR weight and the
rigidity structure. The GPS baseline velocity is reduced
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by 89%. The largest residuals for the absolute veloc-
ity occur in the far field of the SAF, close to the San
Simeon segment or near the boundary of our domain of
observation. The most apparent misfit is in the SAF
fault-perpendicular direction, probably due to edge ef-
fects, i.e., the fact that we ignore the deformation in the
northern creeping segment, which affects some stations
in our domain of interest. The fit to the GPS near-
field station is good, with no obvious patterns in the
residuals.

The InSAR gradient data is reduced by 45% to 79%
in the ascending direction and by 82% in the descend-
ing direction (Fig. 9), consistent with sensitivity of as-
cending and descending orbits to strike-slip on the SAF.
While some tectonic signal may be better explained us-
ing a smaller fault discretization or a more realistic ma-
terial property structure, we attribute most of the un-
explained signal to residual tropospheric noise, partic-
ularly for the ascending tracks. The large wavelength
signal is well reproduced by the model, but some scat-
tered residuals appear for all tracks. The ascending EN-
VISAT and ALOS data can be most easily compared as
their horizontal look direction is similar (yet, ENVISAT
is more sensitive to vertical deformation). The large

ALOS residuals that correlate with the SAF cannot be
found in the ascending ENVISAT residuals. Some resid-
uals localize near the SAF in the ENVISAT descending
track, but as similar patterns can be sometimes found
in the ALOS data but not in other datasets, it is likely
that some residuals may be due to troposphere corre-
lated with topography. There are large residuals in the
Cholame segment in the ALOS data. These patterns
do not change polarity across the fault and may not be
of tectonic origin.

The pattern of interseismic slip rate in the 2006-2012
period is shown in Fig. 10. The Cholame segment seems
locked from its southern extension to 8 km south of
Cholame. A deep locked segment appear at the north-
ern extension, next to the Parkfield segment, but the
uncertainties from the bootstrap analysis indicate that
some creep may in fact occur there. Bootstrap analy-
sis also indicates the possibility of creep below Wallace
Creek, but these uncertainties are due to side effects as
data coverage is sparser at the boundary of the domain
of interest.

In the Parkfield segment, deep creep takes place be-
low the bottom seismic streak, but not in the region
surrounded by microseismicity. The bootstrap analysis
indicates that little slip occurs there, regardless of rea-
sonable noise added to the data before inverting, so this
result seems robust and little affected by data noise.
Some shallow creep also takes place in the top 4 km
layer, particularly to the north, at the beginning of the
creeping section, where it correlates with microseismic-
ity.

In the creeping segment, the velocity seems larger
than plate rate, which is indicative of transient behav-
ior. Some areas, for example below Monarch Peak or
Slack Canyon appear locked, but the bootstrap analy-
sis indicates that some slip may occur there. Consid-
ering the best fitting inversion and the bootstrap anal-
ysis together, the transition between the Parkfield and
creeping segments seem marked by an area of reduced
slip rates below 6 km depth. As this region did not
produce large earthquakes in recorded history, it likely
experiences cycles of accelerated and reduced aseismic
slip. Overall the slip rates on the creeping segment are
not uniform, compatible with the results of Rolandone
et al. [2008] obtained with GPS data alone, and those
of [Ryder and Bürgmann, 2008] obtained from InSAR
analysis.

Some creep appears to occur on the San Simeon seg-
ment, concentrating in the same area that moves in the
pre-2004 period. These results are subject to much vari-
ability, given the bootstrap uncertainty, and are sup-
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ported only by some GPS stations and the ENVISAT
descending data, so they should be interpreted with
caution.

The inferred convergence rate between the North
American and Pacific plates in the 2006-2011 period
is 31.8 ± 1.3 mm/yr, which agrees with the results for
the pre-2004 period within the error bounds.

6. Discussion

The distribution of velocity across the SAF shows
notable differences at key different periods of the earth-
quake cycle. These differences may shed light on impor-
tant questions regarding the mechanics of earthquake
generation in the region. In particular the kinemat-
ics may inform how earthquakes in the Parkfield region
interact with neighboring segments and how the seg-
mentation of the SAF into different segments operates
over time. We discuss some implications below.

6.1. The evolution of apparent coupling at the
transition between the Cholame and Parkfield
segments: A southern termination of the
Parkfield seismogenic zone?

The seismic behavior of the Parkfield segment was
under much scrutiny to understand the kinematics of
the recurrence of Mw 6 events. Using geodetic [Harris
and Segall , 1987; Segall and Harris, 1987; Segall and
Du, 1993; Murray et al., 2001; Bakun et al., 2005; Mur-
ray and Segall , 2005; Murray and Langbein, 2006; Bar-
bot et al., 2009; Bennington et al., 2011] or seismologi-
cal [Niu et al., 2003; Custódio et al., 2005; Uchide et al.,
2009; Ziv , 2012] data, many aspects of the inter-, co-
, and postseismic deformation have been documented.
In particular, there is a possibility that the streaks of
microseismicity described by Waldhauser et al. [2004]
and Thurber et al. [2006] represent the boundary of the
seismogenic zone at Parkfield [Barbot et al., 2012].

Recently, Barbot et al. [2012] presented a physical
model of the earthquake cycle based on rate-and-state
friction that explains the many seismological and geode-
tic observations, including some variability of recur-
rence times of Mw 6 earthquakes, and the change of
hypocenter location between 1966 to 2004. To explain
the nucleation of earthquakes near the 2004 hypocenter
and the termination of previous ones to the south, the
model assumes a termination of the seismogenic zone
a few kilometers south of the 2004 hypocenter. Pre-
vious models of fault coupling based on geodetic data
do not indicate a clear boundary between the Parkfield
and Cholame segments, and high coupling is thought

to be continuous from Wallace Creek and beyond to
the location of the 1966 hypocenter. Our analysis of
the geodetic data from 1986 to 2004 and 1992 to 2004
confirms this view. However, the pattern of surface dis-
placements in the 2006-2012 period indicates the pres-
ence of a 10 km long region of low coupling immediately
south of the 2004 hypocenter. As our inversion results
show similar deep slip rates in the two periods of ob-
servation, we are confident that the difference between
the two observed behaviors is real and not an artifact
of data sampling or noise.

We interpret these results as an indication for mea-
surably decelerating creep during the interseismic cycle.
This interpretation is broadly compatible with the ex-
pected behavior of rate-and-state friction faults, which
shows a continuous transition between accelerated post-
seismic transient and interseismic creep [Rice, 1993; La-
pusta et al., 2000; Barbot et al., 2012; ?]. The great
1857 earthquake is thought to have ruptured the SAF
from Cajon Pass to Bitterwater, in the creeping seg-
ment, breaking through the Parkfield segment. The im-
plication of this scenario is that the area of low coupling
imaged in the 2006-2012 period represents a soft bound-
ary between the Cholame and Parkfield segments. This
area would have a combination of frictional properties
and confining pressure that is capable of arresting a se-
ries of Mw 6 earthquakes in the Parkfield segment, but
that would allow larger ruptures to propagate through
both segments on occasions. If the 1857 earthquake was
in fact preceded by foreshocks in the Parkfield segment
a few hours before the rupture [Sieh, 1978a, b; Top-
pozada et al., 2002], it would mean that the area of low
coupling can arrest most events rupturing in the Park-
field segment, and that ruptures north and south of this
boundary always represent separate seismic events.

6.2. Microseismicity and the seismogenic zone
at Parkfield

The remarkably organized spatio-temporal distribu-
tion of microseismicity at Parkfield suggests that clus-
ters of small earthquakes delineate the boundary be-
tween areas of different friction properties, and in par-
ticular surround the seismogenic zone. This interpre-
tation is supported by analysis of seismic data from
the 2004 Parkfield earthquake by Ma et al. [2008]
and Uchide et al. [2009] that show that most of the seis-
mic slip can be confined in the area circumscribed by
microseismicity. If slip on the Parkfield segment is con-
trolled by rate- and state-dependent friction [Dieterich,
1979; Ruina, 1983; Rice and Ruina, 1983; Marone,
1998; Rice et al., 2001], and if the seismogenic zone is a
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large velocity-weakening asperity with a small enough
nucleation size surrounded by a velocity-strengthening
domain, the areas of the fault that creep during the in-
terseismic and postseismic periods and those that slip
seismically should be mostly mutually exclusive, ex-
cept around the boundaries between velocity-weakening
and velocity-strengthening areas [Tse and Rice, 1986;
Marone et al., 1991; Lapusta et al., 2000; Lapusta and
Liu, 2009; Kaneko et al., 2010]. The velocity distribu-
tion in the 2006-2012 time interval shows a large re-
gion of high coupling encircled by microseismicity and
completely surrounded by fault estate of presumably
velocity-strengthening friction slipping with a higher ve-
locity (Fig. 10). This result gives additional credit to
the hypothesis that the background seismicity marks
the boundary of the seismogenic zone at Parkfield and
that the seismogenic zone may be a homogeneous region
of velocity-weakening friction.

6.3. Reasons for apparent high coupling at the
Cholame/Parkfield transition zone

It may be surprising that the low coupling area south
of Parkfield in the 2006-2012 period is not detectable be-
fore 2004. It is possible that the surrounding locked ar-
eas in the Parkfield and Cholame segments affect its be-
havior by reducing its velocity. If the region was pinned
by surrounding locked domains, it could not slip at the
same velocity as it would otherwise free of boundaries.
Our results indicate that, in this context, analyses of
surface deformation late in the earthquake cycle may
over-estimate the area of plate coupling. Another ex-
planation is that there would be significant weakening in
afterslip periods followed by marked hardening during
the interseismic period (the velocity averaging to plate
rate over the period separating seismic events) allowing
the creep to be much lower than plate rate late in the
interseismic period. This behavior is not expected in
simple models of slip evolution based on rate-and-state
friction, but a number of potentially important factors -
additional mechanisms of fault weakening such as ther-
mal pressurization and flash heating, heterogeneities in
friction, dilatancy effects - may allow significant excur-
sions of slip velocity above and below plate rate [Bilek
and Lay , 2002; Toro et al., 2004; Nakatani and Scholz ,
2004; Hillers et al., 2006; Noda, 2008; Beeler et al.,
2008; Brantut et al., 2008; Rubin, 2008; Sone and Shi-
mamoto, 2009; Fukuyama and Mizoguchi , 2010; Segall
et al., 2010; Shibazaki et al., 2011; Faulkner et al., 2011].

6.4. Variation of slip rates in the creeping
segment

Despite a greater sensitivity to noise than other re-
gions and often insufficient data coverage, we observe
notable variations of slip velocity in the creeping seg-
ment, as previously highlighted by Murray and Segall
[2005] and Ryder and Bürgmann [2008]. To accom-
modate long-term relative motion between the North
American and the Pacific plates, the area of slip deficit
will have to accelerate eventually. Similarly, areas slip-
ping at a larger velocity than plate rate must eventually
slow down to satisfy the long-term slip rate. It is possi-
ble that these areas of accelerated and slower slip rep-
resent “ghost transients” [?], i.e., periods of anomalous
velocity that is longer than the period of observation.
Long periods of transient deformation can be due to
viscoelastic relaxation following large earthquakes. But
at shallow depth, oscillatory slip velocity can be the re-
sult of spontaneous behavior of rate-and-state friction
faults within a certain range of friction parameters [Ru-
ina, 1983]. Velocity-weakening friction with relatively
large critical nucleation size (the so-called h∗ parame-
ter), which occurs under low effective confining pressure
or large critical weakening distance can produce large
excursions of velocity above and below plate rate with-
out external perturbations [Ruina, 1983; Scholz , 1998;
?]. A better understanding of these processes will re-
quire a finer temporal coverage of the evolution of de-
formation for an extended period.

7. Conclusions

The accumulation of geodetic measurements in the
last 30 years in a broad region around the Parkfield
segment of the San Andreas Fault allows us to compare
the kinematic behavior of the fault at key periods of the
earthquake cycle, and to address fundamental questions
about fault segmentation and the generation of earth-
quakes in the area.

A combination of synthetic aperture radar and GPS
measurements indicates that the Cholame and Parkfield
segments formed a continuous domain of high coupling
for at least 20 years before the 2004 Mw 6 earthquake,
consistent with previous analyses. However, the Park-
field Mw 6 earthquakes propagating southward termi-
nated 20 km to the south into the locked zone without
propagating into the Cholame segment. Additionally,
the latest Mw 6 earthquake of 2004 initiated close to
where previous events arrested, indicating a dramatic
change in fault properties in this area.

Analysis of geodetic data in the early stage of the
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interseismic period - after 2006, two years after the lat-
est Parkfield earthquake - shows that the area of most
coseismic slip during the 2004 rupture is now locked,
and singles out a large domain of low coupling south
of the Parkfield segment, consistent with the presence
of an obstacle between the Cholame and Parkfield seg-
ments, and demonstrates a pronounced segmentation
of the San Andreas Fault into two separate domains
at this latitude. The strong variations of velocity dur-
ing the interseismic period is surprising and may be the
result of a form of enhanced hardening during the inter-
seismic period; or perhaps more simply caused by the
locked Cholame segment to the south.

These observations indicate that the Parkfield seis-
mogenic zone may be formed by a single area of velocity-
weakening friction - with small enough critical nucle-
ation size - surrounded north and south by fault estate
with velocity-strengthening friction. This also implies
that the stable distribution of micro-seismicity at Park-
field forms a marker for the transition of friction prop-
erties from weakening to strengthening. If this scenario
holds in other regions, analysis of microseismicity in
combination to geodesy may offer a great tool to map
lateral variations of fault properties in active tectonic
areas.
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Figure A6. Absolute and baseline velocity field at the EarthScope Plate Boundary Observatory (PBO) network. A)
Baseline velocity and forward model; B) residual baseline velocity. The relative velocity between two stations X and Y is
represented by a vector starting in the middle of the baseline. A line connects station X and the velocity vector. C) Velocity
and forward model; D) residual velocity. The velocity is relative to the SAF and the residual ITRF velocity is shown for
reference.



Interseismic Creep from Space Geodetic Data 23

−80

−60

−40

−20

0

20

40

60

80

San Juan

San Andreas Flt

1857

creep

Lost Hills

Rinconada

La Panza

2003

1966

2004

 1 cm/yr (model)
 2 cm/yr (data)

46

period 1993-2003
BAVU network

variance reduction 94%

Wallace 
Creek

Mee Ranch

Monarch Peak

Slack Canyon

BAVU baseline velocities

San Juan

San Andreas Flt

1857

creep

Lost Hills

Rinconada

La Panza

2003

1966

2004

 1 cm/yr
 2 cm/yr

46

period 1993-2003
BAVU network

variance reduction 94%

Wallace 
Creek

Mee Ranch

Monarch Peak

Slack Canyon

BAVU residual baseline velocities

di
st

an
ce

 (
km

)

−100 −50 0 50
−80

−60

−40

−20

0

20

40

60

80

San Juan

ITRF
(3.09 cm/yr)

San Andreas Flt

1857

creep

Lost Hills

Rinconada

La Panza

2003

1966

2004

 1 cm/yr (model)
 2 cm/yr (data)

distance (km)

46

period 1993-2003
BAVU network

variance reduction 94%

Cholame

Wallace 
Creek

Mee Ranch

Monarch Peak

Slack Canyon

ITRF
(3.09 cm/yr)

BAVU interseismic velocities

−100 −50 0 50

San Juan

San Andreas Flt

1857

creep

Lost Hills

Rinconada

La Panza

2003

1966

2004

 1 cm/yr
 2 cm/yr

distance (km)

46

period 1993-2003
BAVU network

variance reduction 94%

BAVU residual velocities

Cholame

Wallace 
Creek

Mee Ranch

Monarch Peak

Slack Canyon

di
st

an
ce

 (
km

)

A B

C D

Figure A7. Absolute and baseline velocity field at the Bay Area Velocity Unification (BAVU) network [d’Alessio et al.,
2005]. A) Baseline velocity and forward model; B) residual baseline velocity. The relative velocity between two stations X
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shown for reference.



24 S. Barbot, P. Agram, M. Simons and M. De Michele

−80

−60

−40

−20

0

20

40

60

80

San Juan

San Andreas Flt

1857

creep

Lost Hills

Rinconada

La Panza

2003

1966

2004

 1 cm/yr (model)
 2 cm/yr (data)

46

period 1986-2004
CMM4 network

variance reduction 76%

Wallace 
Creek

Mee Ranch

Monarch Peak

Slack Canyon

CMM4 baseline velocities

San Juan

San Andreas Flt

1857

creep

Lost Hills

Rinconada

La Panza

2003

1966

2004

 1 cm/yr
 2 cm/yr

46

period 1986-2004
CMM4 network

variance reduction 76%

Wallace 
Creek

Mee Ranch

Monarch Peak

Slack Canyon

CMM4 residual baseline velocities

di
st

an
ce

 (
km

)

−100 −50 0 50
−80

−60

−40

−20

0

20

40

60

80

San Juan

ITRF
(3.07 cm/yr)

San Andreas Flt

1857

creep

Lost Hills

Rinconada

La Panza

2003

1966

2004

 1 cm/yr (model)
 2 cm/yr (data)

distance (km)

46

period 1986-2004
CMM4 network

variance reduction 76%

Cholame

Wallace 
Creek

Mee Ranch
Monarch Peak

Slack Canyon

CMM4 interseismic velocities

−100 −50 0 50

San Juan

San Andreas Flt

1857

creep

Lost Hills

Rinconada

La Panza

2003

1966

2004

 1 cm/yr
 2 cm/yr

distance (km)

46

period 1986-2004
CMM4 network

variance reduction 76%

CMM4 residual velocities

Cholame

Parkfield Parkfield

Wallace 
Creek

Mee Ranch

Monarch Peak

Slack Canyon

di
st

an
ce

 (
km

)

A B

C D

Figure A8. Absolute and baseline GPS velocity field at the SCEC Crustal Motion Map 4 (CMM4) compilation net-
work [Shen et al., 2011]. A) Baseline velocity and forward model; B) residual baseline velocity. The relative velocity between
two stations X and Y is represented by a vector starting in the middle of the baseline. A line connects station X and the
velocity vector. C) Velocity and forward model; D) residual velocity. The velocity is relative to the SAF and the best-fit
velocity of the stable North American Plate in the ITRF reference frame is shown for reference.
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Abstract.
The Mentawai seismic gap of the Sunda Megathrust has accumulated about 10 m of fault slip
deficit since the great 1797 Mw 8.9 earthquake and the recent ruptures along the megathrust have
increased the chance for a great-to-giant earthquake there in the near future. To prepare for this
threatening eventuality and better understand the degree of segmentation of this section of the
subduction, we investigate the potential of GPS to image slip on the Mentawai segment from the
trench to below the brittle-ductile transition. Building on the continuously-operating Sumatra
GPS Array, we test the potential of augmented networks for monitoring fault slip during the
currently quiescent period. Using a global optimization procedure that identifies the most favorable
distribution of inland stations, we find that a combination of island and mainland stations can
much better resolve fault slip with a 30 × 30 km spatial resolution from about 30 km offshore the
farthest islands to the coast of Sumatra. With exact data, slip near the trench could be perfectly
resolved at a 30 km resolution, but insufficient signal-to-noise ratios prevent GPS data from
providing any strong constraints on slip so far away from the network. The presence of the Batu,
Siberut, Sipora and Pagai islands hundred kilometers off the mainland is a favorable topology
that will allow us to monitor fault activity with much improved accuracy and mitigate seismic
and tsunami hazards in Indonesia. Similar theoretical exercises can guide optimal deployment of
geodetic networks to address specific questions related to seismic and volcanic activity.

1. Introduction

The oblique convergence between the Australian and
Eurasian plates is accommodated near Sumatra by dip
slip along the Sunda megathrust and dextral trench-
parallel slip along the Great Sumatran Fault at a cu-
mulative rate of 5.7 to 6.2 cm/yr (Fig. 1). In the last
decade, a sequence a large earthquakes struck the Sunda
thrust starting to the north with the 2004 moment-
magnitude (Mw) 9.15 Sumatra-Andaman earthquake [Lay
et al., 2005; Ishii et al., 2005; Subarya et al., 2006; Chlieh
et al., 2007], and continuing southward with the 2005
Mw 8.6 Nias earthquake [Hsu et al., 2006; Konca et al.,
2008] and the 2007 sequence of Mw 7.9 and Mw 8.4 rup-
tures [Konca et al., 2008]. More recently, the 2010
Mw 7.8 Mentawai earthquake ruptured a near-trench
portion of the Mentawai segment [Newman et al., 2011;
Lay et al., 2011; Bilek et al., 2011; Hill et al., 2012],
generating a large tsunami that devastated the city of
Padang, Indonesia.

Earthquakes in the Sumatran section of the Sunda
thrust are thought to cluster in time [Natawidjaja et al.,
2007; Sieh et al., 2008; Prawirodirdjo et al., 2010], as
illustrated by the recent events since 2004. Up to now,
the largest unbroken section is the Mentawai segment

of the Sunda thrust, which last ruptured during the
1797 Mw 8.8 and the 1833 Mw 9.0 earthquakes (Fig. 1).
Despite the partial rupture of the Mentawai segment in
2007 and 2009, only a fraction of the slip that occurred
in 1833 and of the slip deficit that accumulated since
1833 has been relieved [Konca et al., 2008] and currently
the greatest and most imminent seismic hazards in the
region come from the Mentawai segment [Nalbant et al.,
2005].

Fault slip evolution on the megathrust is partitioned
along depth into large intermediate-depth earthquakes,
shallow ruptures, and aseismic slip. Events such as the
1833 Mw 9.0 rupture cause tsunamis on the neighbor-
ing islands and mainland coasts and seem to occur ev-
ery 230 years, on average. However, the variability ob-
served in paleoseismic records precludes a precise em-
pirical forecast of the next rupture [Sieh et al., 2008].
Tsunami earthquakes also occur on the shallow por-
tion of the megathrust, generating tsunamis with larger
runoff and peak wave height than anticipated for their
magnitude. Examples of such events include the 1907
Mw 7.6 [Kanamori et al., 2010] and the 2010 Mw 7.8
Mentawai earthquakes [Newman et al., 2011; Lay et al.,
2011; Bilek et al., 2011; Hill et al., 2012]. At greater

1



2 S. Barbot, P. Agram and E. Hill

−600

−400

−200

0

200

400

600

0
distance (km)

-200-400 200 400 600

SUMATRA

AUSTRALIAN
PLATE

EURASIAN
PLATEMALAYSIA

PADANG

KUALA LUMPUR

SINGAPORE

Sumatran
Sunda

Trench

Great

Fault

2005
(Mw 8.6)

2004
(Mw 9.2)

1797B

A

C

1833

2007
(Mw 8.4)

Batu

Nias

Pagai

Siberut

5.7 cm/yr
4.3

3.7

(Mw 9.0)

2010
(Mw 7.8)

1907
(Mw 7.6)

(Mw 8.8)

Figure 1. In the last 300 years, the Sunda Megathrust has
generated several great to giant earthquakes including the
1797 Mw 8.8 (black profile), the 1833 Mw 9.0 (dashed grey
profile), the great 2004 Mw 9.2 Sumatra-Andaman, the 2005
Mw 8.6 Nias (green profile) and the 2007 Mw 8.4 ruptures.
The three zones of interest includes the tsunamigenic near-
trench area A (dashed green box), the seismogenic zone B
(dashed blue box), and the deeper, mostly aseismic, fault
area C (dashed purple box).

depths, transient slow slip events can occur, such as the
1962 event with an equivalent moment magnitude of
Mw 8.4 [Natawidjaja et al., 2007].

Since 2004, earthquakes and tsunamis emanating
from the Sunda megathrust have claimed more than
200,000 lives and it is certain that new ruptures on the
Mentawai segment carry significant risk for the local
population. It is of paramount scientific and human-
itarian importance to build a better physical under-
standing of the earthquake cycle [e.g., Barbot et al.,
2012b, a] and shed light on the full seismic potential
of the Mentawai segment. Despite long and on-going
efforts to better image fault slip evolution on the Sunda
thrust [Natawidjaja et al., 2007; Prawirodirdjo et al.,
2010], it is still notoriously challenging to effectively re-
solve slip on many portions of the fault (Fig. A1), in
particular near the trench [Hill et al., 2012] or at great
depths, even when including paleogeodetic markers and
other data [Chlieh et al., 2008].

The goal of the study is to identify the potential and
limits of GPS to study seismo-tectonics in a subduction
context and to establish the best strategy to design and
conduct future geodetic surveys in the Mentawai region.
In the next Section, we describe a methodology to op-
timize the layout of future GPS networks and propose
arrangements of new stations that augment the Suma-
tra GPS Array (SuGAr) to best resolve slip at various
depths along the Mentawai seismic gap.

2. Optimal GPS networks for
monitoring of the Mentawai segment

We seek to design a GPS network in Sumatra that
can resolve slip on the Mentawai segment of the Sunda
megathrust. The intention of the survey is to moni-
tor interseismic deformation in the Mentawai seismic
gap while preventing potential bias originating from slip
at other locations, such as the nearby Great Sumatran
Fault or other segments of the Sunda thrust.

2.1. Methodology of GPS network design

We discretize the Sumatran section of the megath-
rust into 30 km-wide rectangular patches (Fig. A1) us-
ing the USGS slab geometry at depth [Hayes et al.,
2012]. We also include the Great Sumatran Fault, which
we cut into coarser patches 90-to-400 km long and 15 km
deep. We consider the thought experiment where the
GPS time series of interseismic displacements in the
horizontal direction are used to model slip on individual
fault patches on the megathrust and the Great Sumatra
Fault, and to invert simultaneously for steady drift of
the entire local network relative to an arbitrary refer-
ence frame. To simplify the inversion, we allow only dip
slip on the Sunda thrust and dextral slip on the Great
Sumatran Fault. This results in 537 unknown parame-
ters. We ignore the effect of splay faults that are known
to also generate earthquakes [McCloskey et al., 2010]
and more distributed deformation.

The GPS displacements are obtained from the model
parameters using the equations of Okada [1985] to form
the Green’s function matrix G. Following Backus [1970]
and Tarantola [2004], we describe the resolution of the
under-determined inversion in the presence of noise by
the operator

R = Gt
(
GGt

)+
G , (1)

where (GGt)+, the Moore-Penrose pseudo inverse of
GGt, ignores eigenvectors with an amplitude lower
than a given threshold ψ. In practice, we use ψ =
σ2/u2, where σ = 1 mm/yr is a representative esti-
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mate of the uncertainties of long-term GPS velocity, and
u = 1 m/yr is the unit value used to define the Green’s
function. We define the number of well-resolved param-
eters in a particular region by rNA = tr(WA R), where
N is the number of GPS stations used in the inversion,
and WA is a diagonal matrix with values of one if the
model parameter corresponds to a patch in domain A,
and of zeros otherwise.

SuGAr is a network of 50 continuous GPS stations
that cover a 1200 × 400 km seismically active zone
(Fig. 1). We first investigate the effect of augmenting
SuGAr with a single idealized amphibious GPS station
measuring horizontal motion on the resolution in the
Mentawai seismic gap (Fig. 2). Underwater locations
represent a potential seafloor geodesy datum. Because
of the shallow angle subduction, surface or seafloor mea-
surements can be done close to the fault and a new mea-
sure can constrain slip on two fault patches simultane-
ously. The difficulty is that to achieve this efficiency,
most new stations must be on the seafloor. Can we
monitor better fault kinematics with more inland sta-
tions?

To determine the optimal number and location of
new GPS stations required to monitor specific regions
of the fault reliably, we adopt a sequential algorithmic
approach [Reeves and Zhe, 1999]. We choose the GPS
stations that will augment the existing SuGAr network
one by one from a predetermined grid. The subset se-
lection algorithm of Reeves and Zhe [1999] is originally
designed to reduce the uncertainty in parameter esti-
mates from a linear system. We modify this approach
to choose the location of the GPS stations that max-
imizes the minimum resolution of fault patches in a
predefined region. We further optimize our GPS sta-
tion locations using the hybrid improvement algorithm
described by Broughton et al. [2010], which allows for
substitution of a previously selected station by a better
candidate in the network. With the density of candidate
stations considered, the algorithm requires evaluating
the resolution matrix (1) about five million times.

2.2. Potential and limits of optimal GPS
networks for the Mentawai section

Using our robust nonlinear optimization procedure,
we maximize the resolution of those patches located in
the recently unruptured areas of the Mentawai segment
by choosing a set of new GPS stations from a list of
candidate locations. Candidate stations are distributed
regularly on a 15 km-spaced grid in mainland Suma-
tra, and on a 5 km-spaced grid on the islands of Batu,
Siberut, Sipora and Pagai (Fig. A2). Decreased spac-
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Figure 2. Map view of the increment in well-resolved
model parameters (the difference between the weighted
traces of the reference and augmented resolution matrices
for the Mentawai seismic gap) for a potential new GPS sta-
tion or seafloor datum complementing the existing SuGAr
network (50 white upright triangles).

ing offshore Sumatra allows more GPS stations closer
to the source.

The Sumatran section of the Sunda thrust exhibits
a complex spatio-temporal pattern of seismic and aseis-
mic activity, including tsunami earthquakes near the
trench (zone A), large ruptures at intermediate depths
(zone B), and transient aseismic events below the brittle-
ductile transition (zone C) [e.g., Yamanaka and Kikuchi ,
2004; Uchida and Matsuzawa, 2011; Lay et al., 2012].
We divide the Mentawai segment into three depth in-
tervals susceptible to manifest these distinct behaviors
(Fig. 1) and find augmented networks that maximize
the resolution of fault slip in each of these three zones
individually (Fig. 3).

We find that it is impossible to resolve the farthest
patches in zone A using GPS data with typical noise
levels. This is in contrast with inverting exact data, in
which case near-trench slip can be resolved exactly with
numerous new stations (Fig. A3). Monitoring of zone
B can be improved the most efficiently with a mini-
mum resolution approaching r = 0.8 after adding 10
to 20 stations. With 20 new, optimally located, sta-
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tions, most the resolution of most patches in zone B
approaches 1 (Fig. 3B). The resolution of slip in zone C
can be modestly improved up to a minimum resolution
of r = 0.3. This is achieved by adding more stations on
the western coast of Sumatra (Fig. A4), but it will be
impossible to fully constrain those patches located 60
to 100 km below the surface (Fig. A2). The positions of
the new stations required to optimize zones B and C are
listed in Tables A1, A2, and A4. These results imply
that a modest upgrade of the SuGAr network can be
directed toward a better monitoring of two of the three
zones of interest.

3. Conclusion

Seismic activity on the Sunda thrust includes large
seismic events, such as the 2004 Sumatra-Andaman
rupture, tsunami earthquakes, and transient aseismic
events. The Mentawai segment of the Sunda megath-
rust is the last unruptured portion of the Sumatran sec-
tion of the Sunda subduction zone and represents the
greatest and most imminent hazards originating from
the Sunda megathrust for the coasts of Sumatra and
the Indian Ocean. Despite the large number of con-
tinuous GPS stations operating in the SuGAr network
and the presence of numerous paleogeodetic markers,
it is still challenging to monitor precisely fault activity
along the Mentawai segment.

To better prepare for anticipated ruptures and other
aseismic fault activity on the Mentawai segment, we
explore the capacity of GPS networks to monitor slip
during the dormant phase of the seismic cycle. This
task is challenging because deformation can mostly be
measured by inland stations, many tens of kilometers
away from the source. Using a robust nonlinear opti-
mization scheme, we identify the optimal distribution of
GPS networks augmenting the current configuration of
the SuGAr network. Intermediate depths earthquakes
can be well imaged with only 10 to 20 more stations.
But strong constraints on fault slip near the trench will
require an extension of the GPS data offshore, using
seafloor geodesy. However, deploying one of the sug-
gested networks would allow monitoring of fault activ-
ity on the Sunda thrust with much improved accuracy.
Efforts are under way at the Earth Observatory to seize
this unique opportunity of observation before a sizable
earthquake strikes the region as it would allow a far bet-
ter understanding of the fault kinematics than is cur-
rently available at any other subduction in the world.
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Figure A1. Current resolution of the SuGAr geodetic net-
work with 50 continuously operating stations. With many
stations located on remote islands off the mainland of Suma-
tra, the network can accurately detect slip concentrated in
the nominally seismogenic zone, but the resolution is too
small near the trench to constrain fault slip at that loca-
tion.

Table A1. Coordinates of an optimal network of 10
stations for the best resolution near the trench (zone
B).

longitude latitude

98.40830 -0.42765

98.67820 -0.96784

98.76817 -0.96784

98.90311 -1.05788

98.90312 -1.19293

99.17300 -1.59806

99.30795 -1.68809

99.71280 -2.18328

99.71280 -2.36334

100.20761 -2.72347
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Table A2. Coordinates of an optimal network of 20
stations for the best resolution in the seismogenic zone
(zone B).

longitude latitude

98.40831 -0.15755

98.40830 -0.42765

98.36332 -0.51768

98.67820 -0.96784

98.94810 -1.01286

98.76816 -1.05787

98.85813 -1.59807

99.17300 -1.59806

99.30795 -1.68809

99.57785 -2.13826

99.71280 -2.18328

99.71280 -2.22829

99.71280 -2.22829

99.71280 -2.36334

100.20761 -2.72347

100.34256 -2.90353

98.73958 2.01923

99.95833 1.48077

100.90625 -0.67307

102.53125 -2.42307

Table A3. Coordinates of an optimal network of 10
stations for the best resolution at great depth (zone C).

longitude latitude

98.993078 -1.282961

99.281251 0.269230

99.687504 0.269230

99.822917 -0.134615

99.958331 -0.134615

100.635414 -0.673077

100.499998 -0.942305

100.906251 -1.750001

101.447919 -1.884617

100.906249 -2.288462

Table A4. Coordinates of an optimal network of 19
stations for the best resolution at great depth (zone C).

longitude latitude

98.813152 -1.057877

99.802765 -2.318332

99.687496 1.211536

99.145834 0.538462

99.687504 0.269230

99.552085 0.134615

99.822915 0.000000

99.822917 -0.134615

100.229170 -0.134615

99.822915 -0.269231

100.229171 -0.269231

100.229171 -0.269231

100.093749 -0.538461

100.364583 -0.673077

100.364583 -0.673077

100.770831 -1.211538

100.906258 -1.211536

100.770834 -1.346151

101.718751 -2.692306


